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Introduction

Throughout this paperA is a finite von Neumann algebra and tr :A −→ C is
a finite normal faithful trace. Recall that a von Neumann algebra is finite if and
only if it possesses such a trace. Letl 2(A) be the Hilbert space completion of
A which is viewed as a pre-Hilbert space by the inner product〈a, b〉 = tr(ab∗).
A finitely generated HilbertA-module V is a Hilbert spaceV together with a
left operation ofA by C-linear maps such thatλ · 1A acts by scalar multipli-
cation withλ on V for λ ∈ C and there exists a unitaryA-embedding ofV in
l 2(A)n = ⊕n

i =1l 2(A). In the sequelA operates always from the left unless ex-
plicitly stated differently. A morphism of finitely generated HilbertA-modules is
a boundedA-operator. Let{fin. gen. Hilb.A-mod.} be the category of finitely
generated HilbertA-modules. This category plays an important role in the con-
struction of L2-invariants of finite connectedCW-complexes such asL2-Betti
numbers and Novikov-Shubin invariants. For a survey onL2-(co)homology we
refer for instance to [18], [32], [44]. More information aboutL2-invariants can
be found for instance in [1], [5], [8], [9] [13], [14], [17], [19], [24], [25] [26],
[29], [30], [31], [34], [40], [43]. These constructions ofL2-invariants use the
rich functional analytic structure. However, it is a consequence of standard facts
about von Neumann algebras that they can be interpreted purely algebraically.
Namely, we will prove (see Theorem 2.2) if{fin. gen. proj.A-mod.} denotes
the category of finitely generated projectiveA-modules

Theorem 0.1 There is an equivalence of categories compatible with the complex
vector space structures on the set of morphisms and the direct sums

ν−1 : {fin. gen. Hilb.A-mod.} −→ {fin. gen. proj.A-mod.}. ut



248 W. Lück

This is quite convenient sinceA viewed as a ring has the following nice
properties (see Corollary 2.4 and Theorem 1.2). For aA-moduleM define

TM := {x ∈ M | f (x) = 0 for all f ∈ homR(M ,R)};

PM := M /TM .

Theorem 0.2 1. A finite von Neumann algebraA is semi-hereditary, i.e. any
finitely generated submodule of a projectiveA-module is projective;

2. The category{fin. pres.A-mod.} of finitely presentedA-modules is abelian,
i.e. the kernel, the image and the cokernel of aA-linear map of finitely
presentedA-modules is again finitely presented;

3. A A-module is finitely presented if and only if it has a1-dimensional finitely
generated projectiveA-resolution;

4. Let M be a finitely presentedA-module. ThenPTM = TPM = 0 and M is
finitely generated projective if and only ifTM = 0. In particular PM is finitely
generated projective and the exact sequence0−→ TM −→ M −→ PM −→
0 splits. ut
Hence the general strategy is to read offL2-invariants of a finitely generated

Hilbert A-chain complexC from the homology of the finitely generated pro-
jectiveA-chain complexν−1(C) associated toC by Theorem 0.1. Namely, one
can define for a finitely presentedA-moduleM invariants

dim(M ) ∈ R≥0;

α(M ) ∈ [0,∞] q {∞+};

and show (see Theorem 5.4)

Theorem 0.3 Let C be a finitely generated HilbertA-chain complex. Then we
get for the L2-Betti numbers b(2)

p (C) and the Novikov-Shubin invariantsαp(C):

b(2)
p (C) = dim(PHp(ν−1(C)));

αp(C) = α(THp−1(ν−1(C))). ut
We will actually consider more refined invariants than theL2-Betti numbers

and Novikov-Shubin invariants by substituting theC-valued trace tr by the center-
valued trace tru. We obtain in Sect. 3 for each finitely presentedA-moduleM
and finitely generated HilbertA-chain complexC invariants

dimu(M ) ∈ Z(A);

bu
p (C) ∈ Z(A);

ωu(M ) ∈ D (A);

ωu(C) ∈ D (A),

where the definition ofD (A) will be given in Definition 3.8. Theorem 0.3
extends to these refined invariants and the refined invariants determine the others.
We use the refined invariants to show (see Corollary 3.2, Lemma 3.3 and Example
4.3)
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Theorem 0.4 1. Two finitely generated projectiveA-modules P and Q areA-
isomorphic if and only ifdimu(P) = dimu(Q);
2. If A is of type II1, for instance ifA is the von Neumann algebra of a finitely
generated group which does not containZn as subgroup of finite index, then any
element in Z(A)+ can be realized asdimu(P) for a finitely generated projective
A-module;
3. Let S⊂ C[Z] be the multiplicative subset of elements inC[Z] which are in-
vertible in L∞(S1). Let M and N be finitely generated S−1C[Z]-modules. Then
M and N are isomorphic as S−1C[Z]-modules if and only if the finitely presented
L∞(S1)-modules M⊗S−1C[Z] L∞(S1) and N⊗S−1C[Z] L∞(S1) are isomorphic as
L∞(S1)-modules. The L∞(S1)-isomorphism type of M⊗S−1C[Z] L∞(S1) resp. of
TM ⊗S−1C[Z] L∞(S1) is determined by its elementary ideals resp. byωu. ut

Let Γ be a discrete group andX be a finiteΓ -CW-complex with finite
isotropy groups. Examples forX are universal coverings of compactCW-
complexes withΓ as fundamental group and smooth manifolds with smooth co-
compact proper Γ -action. We will define L2-Betti numbers b(2)

p (X)
= b(2)

p (X; l 2(Γ )) and Novikov-Shubin invariantsαp(X) = α(X; l 2(Γ )) in Sect. 6
using the cellularL2-chain complex. In Sect. 6 we will briefly discuss singu-
lar homology, universal coefficient spectral sequences, the Leray-Serre spectral
sequence, Poincaré duality, Morse inequalities,L2-torsion, the “Zero in the spec-
trum” conjecture and will show (see Theorem 6.3 and Example 4.3)

Theorem 0.5 1. Suppose thatΓ is the free abelian groupZr of rank r. LetCZr
(0)

be the quotient field ofCZr . Then

b(2)
p (X; l 2(Zr )) = dimCZr

(0)

(
Hp(X;C)⊗CZr CZr

(0)

)
;

2. Suppose thatΓ is Z. Choose t∈ C[Z] such that the principal ideal generated
by t is the annihilator of the torsion submodule of Hp(X;C). Consider t as a
polynomial in z and z−1. If the torsion submodule is trivial or t has no roots on
S1, thenαp(X; l 2(Z)) = ∞+. Otherwise we get for the the highest order a of all
roots of t on S1

αp(X; l 2(Z)) =
1
a
. ut

John Lott has given in the caseΓ = Zr an expression of the Novikov-Shubin
invariants in terms of Massey products [24, pages 495 - 496].

In Sect. 7 we will generalize results of [30, Theorem 3.1]. We will prove in
Sect. 7

Theorem 0.6 LetΓ1 ⊂ Γ2 ⊂ . . . ⊂ Γn+1 = Γ be a nested sequence of subgroups
of Γ for an integer n≥ 0. Suppose thatΓ1 is infinite, Γi is normal in Γi +1,
the quotientΓi +1/Γi containsZ as subgroup for1≤ i ≤ n and BΓi has finite
i -skeleton for1≤ i ≤ n + 1. Then

b(2)
p (Γ ) := b(2)

p (EΓ ; l 2(Γ )) = 0 for p ≤ n. ut
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We mention the following consequence which follows from Theorem 0.6
using the same arguments as in the proofs of [30, Theorem 4.1, Theorem 5.1
and Corollary 6.2]. Recall that the deficiency def(Γ ) of a finitely presented group
Γ is the maximum over all differencesg − r whereg resp.r is the number of
generators resp. relations in any presentation ofΓ . It is known that this maximum
always exists.

Theorem 0.7 Let 1−→ ∆ −→ Γ −→ π −→ 1 be an exact sequence of groups
such that∆ is finitely generated and infinite,Γ is finitely presented andZ is a
subgroup ofπ. Then:

1. b(2)
1 (Γ ) = 0;

2. def(Γ ) ≤ 1;
3. Let M be a connected closed orientable4-manifold withΓ as fundamental

group. Then we get for its signaturesign(M ) and Euler characteristicχ(M )

|sign(M )| ≤ χ(M ). ut
We mention that in the version of this corollary in [30] the stronger as-

sumption was needed that∆ is finitely presented. IfM is a closed orientable
4-dimensional Einstein manifold, then the sharper inequality

3
2
· |sign(M )| ≤ χ(M )

holds [20].
Finally we mention the following observation about Thompson’s groupF . It

is the group of orientation preserving dyadic PL-automorphisms of [0, 1] where
dyadic means that all slopes are integral powers of 2 and the break points are
contained inZ[1/2]. It has the presentation

F = 〈x0, x1, x2, . . . | x−1
i xnxi = xn+1 for i < n〉.

This group has some very interesting properties. It is not elementary amenable
and does not contain a subgroup which is free on two generators [3], [7]. Hence
it is a very interesting question whetherF is amenable. SinceBF is of finite type
[4], the L2-Betti numbersb(2)

p (F ) are defined for allp ≥ 0. We conclude from [9,
Lemma 3.1 on page 203] andH i (EF;C) = 0 for i ≥ 1 that a necessary condition
for F to be amenable is thatb(2)

p (F ) vanishes for allp ≥ 0. This motivates the
following result whose proof is given at the end of Sect. 7:

Theorem 0.8 All L2-Betti numbers b(2)
p (F ) of Thompson’s group F vanish.ut

The paper of Farber [15] is related to this paper as follows. Farber constructs
a categoryE (A) which contains the category{fin. gen. Hilb.A-mod.} as sub-
category. The main point is that it is an abelian category, it is a kind of abelian
extension of{fin. gen. Hilb.A-mod.} in the sense of [16]. An object inE (A)
is a map of finitely generated HilbertA-modules (α : A′ −→ A). A morphism
in E (A) from (α : A′ −→ A) to (β : B′ −→ B) is an equivalence class of maps
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f : A−→ B such that there exists a mapg : A′ −→ B′ with f ◦ α = β ◦ g. Here
f and f ′ are called equivalent if and only iff − f ′ = β ◦ h for some morphism
h : A−→ B′. The embedding of{fin. gen. Hilb.A-mod.} into E (A) is used
in [15] to prove an analogue of Theorem 0.3 and to give improvedL2-Morse
inequalities. The two approaches are unified by the following result which will
be proved at the end of Sect. 2.

Theorem 0.9 There is an equivalence of abelian categories

ν−1 : E (A) −→ {fin. pres.A-mod.}
which induces the equivalence appearing in Theorem 0.1

ν−1 : {fin. gen. Hilb.A-mod.} −→ {fin. gen. proj.A-mod.}. ut
The paper is organized as follows :

0. Introduction
1. Semi-hereditary rings
2. Finitely generated HilbertA-modules and finitely generated projectiveA-

modules
3. Isomorphism invariants of finitely presentedA-modules
4. Abelian von Neumann algebras
5. L2-Betti numbers and Novikov-Shubin invariants for chain complexes
6. L2-Betti numbers and Novikov-Shubin invariants for spaces
7. L2-Betti numbers, fibrations and deficiency of groups

References

1 Semi-hereditary rings

In this section we explain some elementary properties of semi-hereditary rings
and of finitely presented modules over them.

Ring will always mean associative ring with unit andR-module will mean
left R-module unless explicitly stated differently. Aninvolution on R is a
map ∗ : R−→ R r 7→ r ∗ which satisfies (r + s)∗ = r ∗ + s∗, (rs)∗ = s∗r ∗ and
(r ∗)∗ = r and 1∗ = 1 for all r , s ∈ R. Everything in this section does also make
sense without the involution if one is careful with left and right modules. We
call R semi-hereditaryif each finitely generated ideal is projective. This prop-
erty implies that each finitely generated submodule of a projectiveR-module is
projective [6, Proposition I.6.2. on page 15]. Recall that the dualM ∗ of a (left)
R-module is the (left)R-module homR(M ,R) where theR-multiplication is given
by (rf )(x) = f (x)r ∗ for f ∈ M ∗, x ∈ M and r ∈ R.

Definition 1.1 Let M be a R-submodule of N . Define theclosure of M in N to
be the R-submodule of N

M = {x ∈ N | f (x) = 0 for all f ∈ N∗ with M ⊂ ker(f )}.
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For a R-module M define the R-submoduleTM and the R-quotient modulePM
by:

TM := {x ∈ M | f (x) = 0 for all f ∈ M ∗};

PM := M /TM . ut

Notice thatTM is the closure of the trivial submodule inM . It can also be
described as the kernel of the canonical mapi (M ) : M −→ (M ∗)∗ which sends
x ∈ M to the mapM ∗ −→ R f 7→ f (x)∗. Notice thatTPM = 0 and thatPM = 0
is equivalent toM ∗ = 0.

Let R be a commutative ring without zero-divisors andM be a finitely gener-
atedR-module. Then the torsion submodule ofM coincides withTM since any
torsion-free finitely generatedR-module can be embedded intoRn for appropriate
n [2, Proposition 3.3 in Chap. 9 on page 321]. IfM is not finitely generated,
this is not true in general as the exampleR = Z andM = Q shows becauseQ as
abelian group is torsionfree and satisfiesTQ = Q. If we suppose additionally that
R is semi-hereditary thenPM is projective, providedM is finitely generated. If
R is commutative but has zero-divisors, then in general the torsion submodule
of a finitely generatedR-moduleM does not agree withTM . Our main example
of a semi-hereditary ring will be any finite von Neumann algebraA (see Corol-
lary 2.4). Notice that in generalA has zero-divisors, is not noetherian and has
finitely generated modulesM which are not finitely-presented. An example is
A = L∞(S1) andM = L∞(S1)/

⋃
n≥1(χn) where (χn) is the ideal generated by

the characteristic function of the subset{exp(2πit ) | t ∈ [0, 1− 1/n]} of S1.
Namely,

⋃
n≥1(χn) cannot be finitely generated as (χn) 6= (χn+1) holds for all n

and henceM is not finitely presented because the kernel of an epimorphism of
a finitely generated module onto a finitely presented module is always finitely
generated.

Theorem 1.2 Let R be a semi-hereditary ring with involution. Then:

1. The following statements are equivalent for a R-module M :
a) M is finitely presented;
b) M has a1-dimensional finitely generated projective R-resolution;
c) M is of type FP, i.e. possesses a finite-dimensional finitely generated pro-

jective R-resolution;
d) M is of type FP∞, i.e. possesses a finitely generated projective R-resolu-

tion;
2. If f : M −→ N is a R-map of finitely presented R-modules, then its kernel,

image and cokernel are again finitely presented;
3. If M is a finitely presented R-module, thenPM is a finitely generated projec-

tive R-module. If M is a finitely generated projective R-module, thenPM = M .

Proof. 1.) Is obvious.

2.) If 0 −→ M1 −→ M2 −→ M3 −→ 0 is an exact sequence ofR-modules and
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two of the three are of type FP, then all three are of type FP [28, Theorem 11.2.c
on page 212]. Hence it suffices to show for aR-mapf : M −→ N of finitely pre-
sentedR-modules that its image is finitely presented. LetF1

g−→ F0
p−→ N −→ 0

be a finite presentation. ThenF1
g−→ p−1(im(f ))

p−→ im(f ) −→ 0 is exact. Since
p−1(im(f )) is a finitely generated submodule of a freeR-module, it is projective.
Let Q be a finitely generated projectiveR-module such thatQ ⊕ p−1(im(f )) = F ′

0
for a finitely generated freeR-moduleF ′

0. Then one easily constructs an exact
sequence ofR-modulesF1 ⊕ F ′

0 −→ F ′
0 −→ im(f ) −→ 0. Hence im(f ) is finitely

presented.

3.) Choose a finite presentationRm f−→ Rn p−→ M −→ 0 of the R-moduleM .

Then the sequence 0−→ M ∗ −→ (Rn)∗
f ∗−→ (Rm)∗ is exact. SinceR is semi-

hereditary the image off ∗ and henceM ∗ are finitely generated projective. The
projection pr :M −→ PM induces an isomorphism pr∗ : PM ∗ −→ M ∗. Since
TPM is trivial, the canonical mapi (PM ) : PM −→ (PM ∗)∗ is an embedding
of a finitely generatedR-module into a finitely generated projectiveR-module.
HencePM is projective. This finishes the proof of Theorem 1.2.ut

Define for any chain complexC its dual R-cochain complex C∗ by the R-
cochain complex whosen-th R-cochain module isC∗

n . Given aR-module M ,

define M̂ by Ext1R(M ,R). If PM = 0 and M has a 1-dimensional projective

resolutionP then P∗ defines a 1-dimensional projective resolution forM̂ and

we get a canonical isomorphismM −→ (M )̂̂ .

Lemma 1.3 Let R be a semi-hereditary ring with involution. Let C be a finitely
generated projective R-chain complex. Then there is a in C natural exact sequence

0−→ (
THn−1(C)

)̂ −→ H n(C∗) −→ (PHn(C))∗ −→ 0.

The sequence splits (but not naturally). In particular we obtain in C natural R-

isomorphisms
(
THn−1(C)

)̂ −→ TH n(C∗) and PH n(C∗) −→ (PHn(C))∗.

Proof. Notice that
(
THn−1(C)

)̂
is canonically isomorphic to Ext1

R(Hn−1(C),R)
andHn(C)∗ is canonically isomorphic to(PHn(C))∗. Under these identifications
the proof for instance in [45, Theorem 13.10 on page 240] for free abelian chain
complexes goes through directly.ut

2 Finitely generated Hilbert A-modules
and finitely generated projectiveA-modules

In this section we identify the categories of finitely generated HilbertA-modules
and of finitely generated projectiveA-modules and show that any finite von
Neumann algebra is semi-hereditary.
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For the rest of this paper letA be a finite von Neumann algebra and
let tr : A −→ C be some finite normal faithful trace. Recall that a von Neu-
mann algebra is finite if and only if it possesses such a trace. Letl 2(A) be
the Hilbert space completion ofA which is viewed as a pre-Hilbert space by
the inner product〈a, b〉 = tr(ab∗). A finitely generated HilbertA-module V
is a Hilbert spaceV together with a left operation ofA by C-linear maps
such thatλ · 1A acts by scalar multiplication withλ on V for λ ∈ C and there
exists a unitaryA-embedding ofV in ⊕n

i =1l 2(A) for somen. A morphism
of finitely generated HilbertA-modules is a boundedA-operator. Denote by
{fin. gen. Hilb.A-mod.} the category of finitely generated HilbertA-modules.
For a survey on finite von Neumann algebras and HilbertA-modules we refer
for instance to [34, Sect. 1].

A C-categoryC is a category such that for each two objects the set of mor-
phisms between them carries the structure of a complex vector space for which
composition of morphisms is bilinear and thatC has a (strict) sum which is
compatible with the complex vector space structures above. A(strict) involu-
tion on aC-categoryC is an assignment which associates to each morphism
f : x −→ y a morphismf ∗ : y −→ x and has the following properties

(f ∗)∗ = f ;

(λ · f + µ · g)∗ = λ · f ∗ + µ · g∗;

(f ◦ g)∗ = g∗ ◦ f ∗;

(f ⊕ g)∗ = f ∗ ⊕ g∗;

wheref ,g are morphisms,λ andµ complex numbers. There is a canonical struc-
ture of aC-category with involution on{fin. gen. Hilb.A-mod.} where the
involution is given by taking adjoint operators. We call an endomorphism resp.
isomorphismf in C selfadjointresp.unitary if f = f ∗ resp.f ∗ = f −1 holds. A
functor ofC-categories with involutionis a functor compatible with the complex
vector space structures on the morphisms, the sums and the involutions. A nat-
ural equivalenceT of functors ofC-categories with involution is calledunitary
if the evaluation ofT at each object is a unitary isomorphism. Anequivalence
of C-categories with involutionis a functor of such categories such that there is
a functor of such categories in the other direction with the property that both
compositions are unitarily naturally equivalent to the identity.

Given a finitely generated projectiveA-moduleP, an inner producton P is
a mapµ : P × P −→ A satisfying (cf [48, Definition 15.1.1 on page 232])

1. µ is A-linear in the first variable;
2. µ is symmetric in the senseµ(x, y) = µ(y, x)∗;
3. µ is positive-definite in the sense thatµ(p, p) is a positive element inA, i.e.

of the forma∗a for somea ∈ A, andµ(p, p) = 0⇐⇒ p = 0;
4. The induced mapµ : P −→ P∗ = homA(P,A) defined byµ(y)(x) = µ(x, y)

is bijective.
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Notice thatµ is aA-isomorphism such that the compositionP
i (P)−→ (P∗)∗

µ∗−→ P∗

is µ. Let {fin. gen. proj.A-mod. with 〈 〉} be theC-category whose objects
are finitely generated projectiveA-modules with inner product (P, µ) and
whose morphisms areA-linear maps. We get an involution on it if we spec-
ify f ∗ : (P1, µ1) −→ (P0, µ0) for f : (P0, µ0) −→ (P1, µ1) by requiringµ1(fx, y)
= µ0(x, f ∗(y)) for all x ∈ P0 and y ∈ P1. In other words, we definef ∗ := µ0

−1

◦f ∗◦µ1 where the secondf ∗ refers to theA-mapf ∗ = homA(f , id) : P∗
1 −→ P∗

0 .
In the sequel we will use the symbolf ∗ for both f ∗ : P1 −→ P0 and f ∗ : P∗

1
−→ P∗

0 .
Given a finitely generated projectiveA-module (P, µ) with inner product

µ, we obtain a pre-Hilbert structure onP by tr ◦ µ : P × P −→ C. Let ν(P) be
the associated Hilbert space. We will show later that this is a finitely generated
Hilbert A-module and that anyA-linear mapP0 −→ P1 of finitely generated
projective A-modulesPi with inner productsµi extends to a morphism of
Hilbert A-modulesν(f ) : ν(P0, µ0) −→ ν(P1, µ1). Moreover, we will prove

Theorem 2.1 1. The functor

ν : {fin. gen. proj.A-mod. with〈 〉} −→ {fin. gen. Hilb.A-mod.}
is an equivalence ofC-categories with involutions;

2. Any finite generated projectiveA-module has an inner product. Two finitely
generated projectiveA-modules with inner product are unitarilyA-iso-
morphic if and only if the underlyingA-modules areA-isomorphic.

Proof. Put An = ⊕n
i =1A and l 2(A)n = ⊕n

i =1l 2(A). Let {An} resp.{l 2(A)n}
be the full subcategory of {fin. gen. proj.A-mod. with 〈 〉} resp.
{fin. gen. Hilb.A-mod.} whose objects areAn resp.l 2(A)n for n = 0, 1, 2 . . ..
Here we equipAn with the standard inner product

µst((a1, a2, . . . , an), (b1, b2, . . . , bn)) =
n∑

i =1

ai b
∗
i .

Now ν as defined above yields a well-defined isomorphism ofC-categories with
involutions

ν : {An} −→ {l 2(A)n}
because the right regular representationA −→ B (l 2(A), l 2(A))A from A
into the space of boundedA-operators froml 2(A) to itself sendinga ∈ A to
the extension of the mapA −→ A b 7→ ba∗ is known to be well-defined and
bijective [12, Theorem 1 in I.5.2 on page 80, Theorem 2 in I.6.2 on page 99].

The idempotent completionIdem(C ) of aC-categoryC with involution has
as objects (V , p) selfadjoint idempotentsp : V −→ V . A morphism from (V0, p0)
to (V1, p1) is a morphismf : V0 −→ V1 satisfyingp1 ◦ f ◦ p0 = f . The identity on
(V , p) is given by p : (V , p) −→ (V , p). The idempotent completion Idem(C )
inherits from C the structure of aC-category with involution in the obvious
way. There are functors ofC-categories with involutions
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IM : Idem({An}) −→ {fin. gen. proj.A-mod. with 〈 〉};

IM : Idem({l 2(A)n}) −→ {fin. gen. Hilb.A-mod.};

which send (An, p) resp. (l 2(A)n, p) to the image ofp where the inner product
µst on im(p) is given by restricting the standard inner productµst on An.

Let P be a finitely generated projectiveA-module. It is isomorphic to im(q)
for some idempotentq : An −→ An. Definep : An −→ An to be the idem-
potent for whichν(p) : l 2(A)n −→ l 2(A)n is the orthogonal projection onto the
image ofν(q). Because ofν((id− q) ◦ p) = 0 we get (id− q) ◦ p = 0. Similiarly
we get (id− p) ◦ q = 0. This implies thatq andp have the same image. Hence
P is isomorphic to im(p) for some selfadjoint idempotentp : An −→ An.

Next we prove the second assertion. Because of the argument above it suffices
to check the claim forP = im(p) for a selfadjoint idempotentp : An −→ An.
The standard inner product onAn induces a standard inner productµst : P×P
−→ A. It remains to show for a second inner productµ : P × P −→ A that
there is a isometricA-isomorphismg : (P, µ) −→ (P, µst). Let f : P −→ P
be the A-automorphism uniquely determined by the property thatµ(x, y)
= µst(f (x), y) holds for all x, y ∈ P. Let f ∗ be the adjoint off with respect
to µst. Then the following calculation shows thatf is positive with respect to
µst:

µst(x, f (y)) = µst(f (y), x)∗ = µ(y, x)∗ = µ(x, y) = µst(f (x), y).

µst(f (x), x) = µ(x, x) ≥ 0.

Let g′ : An −→ An be defined by the property thatν(g′) : l 2(A)n −→ l 2(A)n

is positive andν(g′) ◦ ν(g′) = ν(i ◦ f ◦ p) where i : P −→ An is the inclusion
which is the adjoint ofp : An −→ P with respect toµst. Define g : P −→ P
by p ◦ g′ ◦ i . Theng is selfadjoint with respect toµst andg2 = f . This implies

µst(g(x), g(y)) = µst(g
2(x), y) = µst(f (x), y) = µ(x, y).

This finishes the proof of the second assertion.
Next we can conclude for anyA-linear map f : (P0, µ0) −→ (P1, µ1) of

finitely generated projectiveA-modules that the Hilbert space completion
ν(Pi , µi ) is a finitely generated HilbertA-module andf extends to a bounded
A-operatorν(P0, µ0) −→ ν(P1, µ1). Because of assertion 2.) one can reduce the
claim to the case (Pi , µi ) = (Ani , µst) which we have already dealt with. Hence
ν : {fin. gen. proj.A-mod. with 〈 〉} −→ {fin. gen. Hilb.A-mod.} is well-
defined. It is obviously a functor ofC-categories with involution. It remains
to show that it is an equivalence ofC-categories with involutions.

The following diagram commutes

Idem({An})
Idem(ν)−−−−→ Idem({l 2(A)n}

IM

y yIM

{fin. gen. proj.A-mod. with 〈 〉} −−−−→
ν

{fin. gen. Hilb.A-mod.}
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The upper horizontal arrow is induced by the isomorphism ofC-categories with
involutionsν : {An} −→ {l 2(A)n}. Hence it suffices to show that the vertical
arrows are equivalences ofC-categories with involutions. This would follow
if IM is full, i.e. induces an epimorphism on the set of unitary isomorphism
classes of objects, and faithful, i.e. induces isomorphisms on the set of morphisms
between to arbitrary objects onto the set of morphisms between the images of
these objects (cf. [39, Theorem 1 on page 91]). Obviously IM is faithful in
both cases. It is full in the second case of finitely generated HilbertA-modules
since by definition of a finitely generatedA-module V there is a selfadjoint
idempotentp : l 2(A)n −→ l 2(A)n whose image is unitarilyA-isomorphic to
V . It is full in the first case of finitely generated projectiveA-modules because
of the second assertion. This finishes the proof of Theorem 2.1.ut

A sequenceU
f−→ V

g−→ W of finitely generated HilbertA-modules is
weakly exact at Vresp.exact at V if im(f ) = ker(g) resp. im(f ) = ker(g) holds.
The definition for finitely generated projectiveA-modules is analogous where
the notion of closure of Definition 1.1 is used. In the sequelν−1 is an inverse
of ν which is well-defined up to unitary natural equivalence by Theorem 2.1.
Theorem 2.1 implies

Theorem 2.2 The composition ofν−1 with the forgetful functor induces an equiv-
alence ofC-categories

{fin. gen. Hilb.A-mod.} −→ {fin. gen. proj.A-mod.}. ut
Lemma 2.3 ν andν−1 preserve weak exactness and exactness.

Proof. A sequenceU
f−→ V

g−→ W of finitely generated HilbertA-modules
is weakly exact atV if and only if the following holds:g ◦ f = 0 and for any
finitely generated HilbertA-modulesP andQ and morphismsu : V −→ P and
v : Q −→ V with u ◦ f = 0 andg ◦ v = 0 we getu ◦ v = 0. It is exact atV if
and only if the following holds:g ◦ f = 0 and for any finitely generated Hilbert
A-module P and morphismv : P −→ V with g ◦ v = 0 there is a morphism
u : P −→ U satisfyingf ◦ u = v. The same is true if one considers finitely gen-
erated projectiveA-modules instead of finitely generated HilbertA-modules.
Now ν andν−1 obviously preserve these criterions for weak exactness and ex-
actness and the claim follows.ut
Corollary 2.4 A finite von Neumann algebraA is semi-hereditary.

Proof. Let M ⊂ A be a finitely generated ideal inA. Choose aA-map
f : An −→ A whose image isM . It suffices to show that ker(f ) is a direct
summand. Letp : An −→ An be theA-map for whichν(p) is an idempotent
with ker(ν(f )) as image. Because of Lemma 2.3p is an idempotent with ker(f )
as image. ut

Finally we give the promised proof of Theorem 0.9. We define

ν−1 : E (A) −→ {fin. pres.A-mod.}
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on objects by sending (α : A′ −→ A) to the cokernel ofν−1(α). A morphismf
in E (A) induces aA-map in the obvious way. Clearly an object of the shape
0−→ A is sent toν−1(A). One easily checks using standard homological algebra
that ν−1 is full and faithful. ut

3 Isomorphism invariants of finitely presentedA-modules

In this section we introduce some isomorphism invariants for finitely pre-
sentedA-modules. We will completely classify finitely generated projective
A-modules. This is a direct consequence of the following result which is taken
from [21, Theorem 8.2.8 on page 517, Proposition 8.3.10 on page 525 and The-
orem 8.4.3. on page 532].

Theorem 3.1 Let A be a finite von Neumann algebra on H . There is a map

tru = tru
A : A −→ Z(A)

into the center Z(A) of A called thecenter-valued trace or universal traceof
A uniquely determined by the following properties:

1. tru is C-linear;
2. If a ∈ A is positive,tru(a) is positive;
3. tru(ab) = tru(ba) for all a, b ∈ A;
4. tru(a) = a for all a ∈ Z(A).

The maptru has the following further properties:

5. If a ∈ A is positive andtru(a) = 0, then a= 0;
6. tru is continuous in the ultraweak topology;
7. ||tru(a)|| ≤ ||a|| for a ∈ A;
8. tru(ab) = atru(b) for all a ∈ Z(A) and b∈ A;
9. Let p and q be projections inA. Then p∼ q, i.e there is a partial isometry

u ∈ A satisfying p= uu∗ and q = u∗u, if and only iftru(p) = tru(q);
10. Any bounded linear functional f: A −→ C which is central, i.e. f(ab)

= f (ba) for all a, b ∈ A, factories as

A tru

−→ Z(A)
f |Z(A)−→ C. ut

Define thecenter-valued von Neumann dimensionof a finitely generated
Hilbert A-moduleV by

dimu(V ) = dimu
A(V ) := tru(p) ∈ Z(A)

wherep : l 2(A)n −→ l 2(A)n is anyA-projection whose image is isomorphic
as finitely generated HilbertA-module toV and tru(p) is the sum of the traces
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tru(Ai ,i ) of the diagonal entries of the (n, n)-matrix A with entries inA given
by p. We define for a finitely presentedA-moduleM

dimu(M ) := dimu(ν(PM , µ)) ∈ Z(A)

for any inner productµ on PM . These two definitions are independent of the
choices of p and µ by Theorem 2.1 and Theorem 3.1. We have dimu(M )
= dimu(PM ) by definition. Notice that the matrix algebraMk(A) is again a
finite von Neumann algebra. We will extend this notion to arbitrary modules
over finite von Neumann algebras in [33]. We get from Theorem 3.1

Corollary 3.2 1. The following statements are equivalent for two finitely gener-
ated projectiveA-modules P and Q:

a) P and Q areA-isomorphic;
b) P and Q are stablyA-isomorphic, i.e. P⊕ V and Q⊕ V are A-

isomorphic for some finitely generated projectiveA-module V ;
c) dimu(P) = dimu(Q);
d) [P] = [Q] in K0(A);

2. The center-valued dimension induces an injection

dimu : K0(A) −→ Z(A)+ = {a ∈ Z(A) | a = bb∗ for some b∈ A}.
If A is of type II , this map is an isomorphism (The image ofdimu is described
in [21, Theorem 8.4.4 on page 533] in general).ut
Notice that for a finite groupπ andA the associated von Neumann algebra

which is Cπ in this case Corollary 3.2 reduces to the well-known fact that
two finite-dimensional unitaryπ-representations are unitarilyπ-isomorphic if
and only if they have the same character.

In this context we mention the computation ofK1(A) andKw
1 (A) (for any

von Neumann algebraA) in [35] and the following lemma. Recall that a finitely
generated groupΓ is virtually abelian if and only if it containsZr as normal
subgroup of finite index for somer ≥ 0. Let Γf be the normal subgroup of
elementsγ ∈ Γ for which the set (γ) of elements conjugated toγ is finite. The
definition of typeI and typeII 1 of a von Neumann algebra can be found in [21,
Definition 6.5.1] and of typeIf means that the von Neumann algebra is finite
and of typeI .

Lemma 3.3 LetΓ be a finitely generated (discrete) group. Then:

1. The von Neumann algebraN (Γ ) of Γ is a factor, i.e. its center isC, if and
only if Γf is trivial;

2. The von Neumann algebraN (Γ ) is of type If if Γ is virtually abelian and
of type II1 otherwise.

Proof. 1.) follows from [12, Proposition 4 in III.7.6 on page 319].

2.) For a subgroupH of Γ define itscentralizerby
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CH = {γ ∈ Γ | γh = hγ for all h ∈ H } .

Given elementsγ1,γ2,. . . γr in Γ , we write〈γ1, γ2, . . . γr 〉 for the subgroup ofΓ
generated by these elements. We abbreviateCγ = C〈γ〉 for γ ∈ Γ . Notice that
the set (γ) of elements inΓ which are conjugated toγ is finite if and only if
Cγ has finite index inΓ . Obviously Cδ−1γδ = δ−1Cγδ. If H1 ⊂ H2 ⊂ Γ , then
CH2 ⊂ CH1. We haveC〈γ1,γ2,...γr 〉 = ∩r

i =1Cγi .
ThenΓf is the set of elementsγ ∈ Γ for which Cγ has finite index. This is

a normal subgroup ofΓ . We get from [47] thatN (Γ ) is type If if and only
if Γ has a (normal) abelian subgroup of finite index and from [41] thatN (Γ )
is type II 1 if the index of Γf in Γ is infinite. See also [22] or [23]. Hence it
remains to show for the finitely generated groupΓ that the normal subgroupΓf

has finite index if and only ifΓ is virtually abelian.
Assume thatΓf has finite index. A subgroup of finite index in a finitely

generated group is again finitely generated. It suffices to prove this for a free
group∗rZ of rankr . In this case, the claim follows from Schreier’s Theorem [37,
Proposition 3.8 and 3.9 on page 16]. Choose a set of generatorsγ1, γ2, . . . γr for
Γf . We obtain a normal subgroup of finite indexΓf ∩ CΓf = Γf ∩

(∩r
i =1Cγi

)
. By

definition of the centralizer, this group is abelian. HenceΓ is virtually abelian.
Assume thatΓ containsZr as a normal subgroup of finite index. Then for

all γ ∈ Zr the centralizerCγ containsZr and hence has finite index inΓ . This
showsZr ⊂ Γf . HenceΓf has finite index inΓ . ut

Recall from Theorem 1.2 and Corollary 2.4 that any finitely presentedA-
moduleM is isomorphic toTM ⊕ PM and thatPM is finitely generated pro-
jective. In view of Corollary 3.2 we have a complete classification of finitely
generated projectiveA-modules. It remains to investigate finitely presentedA-
modulesM with PM = 0.

A map of finitely generated HilbertA-modulesf : V −→ W is called aweak
isomorphismif and only if it is injective and has dense image. By dimension
theory this is true if and only iff is injective andV and W are isomorphic
(see [9, Sect. 1]). Recall that aA-module M of type FP, i.e.M possesses a
finite-dimensional finitely generated projectiveA-resolution, defines an element
[M ] ∈ K0(A) by [M ] =

∑
n≥0(−1)n[Pn] for any choice of finite-dimensional

finitely generated projectiveA-resolutionP of M . The next lemma is a direct
consequence of the results above, Lemma 2.3 and Corollary 3.2.

Lemma 3.4 The following assertions are equivalent for a finitely presentedA-
module M :

1. PM = 0;
2. dimu(M ) = 0;
3. [M ] = 0 in K0(A);
4. If P is a 1-dimensional finitely generated projectiveA-resolution, then P0

and P1 are A-isomorphic;
5. There is an exact sequence0−→ An c1−→ An −→ M −→ 0 with c∗1 = c1;
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6. If 0−→ P1
c1−→ P0 −→ M −→ 0 is a 1-dimensional finitely generated pro-

jectiveA-resolution of M , thenν(c1) is a weak isomorphism for each choice
of inner products on P0 and P1. ut

Now we can define an invariant for finitely presentedA-modulesM with
PM = 0 under the assumption thatA is of type If . Let

detnorm : M (k, k,A) −→ Z(A)

be the normalized determinant defined in [35, page 521]. IfA is abelian, this is
the ordinary determinant for commutative rings. Denote byZ(A)inv the multi-
plicative group of units in the center ofA. Denote byZ(A)w the Grothendieck
group of the multiplicative abelian semigroup of elementsa ∈ Z(A) for which
multiplication with a induces an injectionZ(A) −→ Z(A). If we identify
Z(A) with L∞(X, µ) for some measure space (X, µ), we can identifyZ(A)w

with the multiplicative group Inv(X, µ), whose elements are measurable func-
tions fromX to C ∪ {∞}, for which the preimages of 0 and∞ are zero sets. In
particular, the canonical map

Z(A)inv −→ Z(A)w

is injective.

Definition 3.5 Suppose thatA is of type If . Let M be a finitely presentedA-

module. For any exact sequence ofA-modules0−→ An f−→ An −→ TM
−→ 0 define

ρu(M ) := detnorm(f ) ∈ Z(A)w/Z(A)inv. ut

The existence of the exact sequence 0−→ An f−→ An −→ TM −→ 0 fol-
lows from Lemma 3.4. Using [35, Sect. 2] one can show that detnorm(f ) takes
value in Z(A)w. By definition ρu(M ) = ρu(TM ) and ρu(M ) is trivial if M is
finitely generated projective. The independence ofρu(M ) from the choice off
follows from the following lemma whose elementary proof is left to the reader.

Lemma 3.6 Let S be a ring and P1
f−→ P0 and and Q1

g−→ Q0 be1-dimensional
projective S -resolutions of the same S -module. Then there is a commutative square

P1 ⊕Q1
f⊕idQ1−−−−→ P0 ⊕Q1

u

y yv
Q1 ⊕ P1 −−−−→

g⊕idP1

Q0 ⊕ P1

whose vertical arrows are isomorphisms.ut
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Notice that the definition ofρu(M ) was based on the existence of the normal-
ized determinant and its basic properties. One could try to get another invariant
in the same way using any other notion of determinant which has the same prop-
erties. However, this cannot give a finer invariant in the typeIf -case and leads
always to a trivial invariant in the typeII 1-case because of the results in [35,
Theorem 2.1 on page 521 and Theorem 3.3 on page 525].

The next result follows from Theorem 1.2 and the standard properties of the
normalized determinant and center-valued trace.

Lemma 3.7 Let 0−→ M0 −→ M1 −→ M2 −→ 0 be an exact sequence ofA-
modules such that two of them are finitely presented. Then:

1. All three are finitely presented;
2. dimu(M1) = dimu(M0) + dimu(M2) ∈ Z(A);
3. PM1 = 0⇐⇒ PM0 = PM2 = 0;
4. If A is of type If and PM1 = 0, then

ρu(M1) = ρu(M0) · ρu(M2) ∈ Z(A)w/Z(A)inv. ut
Next we construct invariants which are defined for all finite von Neumann al-

gebras. Letf : U −→ V be a morphism of finitely generated HilbertA-modules.
Let {Ef ∗f

λ | λ ∈ R} be the (right-continuous) family of spectral projections of
the positive operatorf ∗f . Define thecenter-valued spectral density functionof f
by

F u
f : [0,∞) −→ Z(A)+ λ 7→ dimu

(
im(Ef ∗f

λ2 )
)

= tru(Ef ∗f
λ2 ).

Notice thatF u
f is a monotone increasing (right-continous) function. We call two

monotone increasing functionsG0,G1 : [0,∞) −→ Z(A)+ dilatationally equiv-
alent if there are constantsε,C > 0 satisfying

G0(C−1 · λ) ≤ G1(λ) ≤ G0(C · λ) for all λ ∈ [0, ε].

Definition 3.8 Denote byD (A) the abelian semi-group of dilatational equiva-
lence classes[d] of monotone increasing functions d: [0,∞) −→ Z(A)+ where
the addition is given by[d] + [e] = [d + e]. For a morphism of finitely generated
Hilbert A-modules f: U −→ V define

ωu(f ) := [F u
f ] ∈ D (A). ut

Lemma 3.9 1. If f : U −→ V is an isomorphism of finitely generated Hilbert
A-modules, then

ωu(f ) = 0;

2. ωu(f ⊕ g) = ωu(f ) + ωu(g);
3. If f ,g and h are composable morphisms of finitely generated HilbertA-

modules and f and h are isomorphism, then:

ωu(f ◦ g ◦ h) = ωu(g).
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Proof. 1.) and 2.) are obvious.

3.) The elementary proof in [26, Lemma 1.6 on page 21] for the complex-valued
trace goes through word by word for the center-valued trace and shows

F u
g (λ) ≤ F u

gh(||h|| · λ);

F u
gh(λ) ≤ F u

g (||h−1|| · λ);

F u
g (λ) ≤ F u

f g(||f || · λ);

F u
f g(λ) ≤ F u

g (||f −1|| · λ);

and the assertion follows. ut
Definition 3.10 Let M be a finitely presentedA-module. For any choice of an

exact sequence0−→ P1
f−→ P0 −→ M −→ 0 define

ωu(M ) := ωu(ν(f )) ∈ D (A)

whereν(f ) : ν(P, µ1) −→ ν(P0, µ0) is the morphism of finitely generated Hilbert
A-modules defined in Sect. 2 after a choice of inner productsµi . ut

We derive from Theorem 2.1, Lemma 3.6 and Lemma 3.9 that the defini-
tion above makes sense. We get for a finitely presentedA-moduleM that i.)
ωu(M ) = ωu(TM ), ii.) ωu(M ) is trivial if and only if M is finitely generated
projective and iii.)M is trivial if and only if dimu(M ) andωu(M ) are trivial.

Recall that we have specified a trace tr :A −→ C. The definitions of von
Neumann dimension and spectral density function of Sect. 3 for the universal
trace make also sense for the complex valued trace tr. This yields for a finitely
generated HilbertA-moduleV , a finitely presentedA-moduleM and a mor-
phism f : V −→ W of finitely generated HilbertA-modules thevon Neumann
dimension (with respect totr)

dim(V ), dim(M ) ∈ R≥0;

the spectral density function (with respect totr)

Ff : [0,∞) −→ [0,∞] λ 7→ dim
(

im(Ef ∗f
λ2 )
)

= tr(Ef ∗f
λ2 );

and theω-invariants with respect to tr

ω(f ), ω(M ) ∈ D (C).

We get from Theorem 3.1 that tr induces a map

tr : D (A) −→ D (C) [d] 7→ [tr ◦ d]

and dim(V ), dim(M ), ω(f ) andω(M ) can be read off from dimu(V ), dimu(M ),
ωu(f ) andωu(M ) defined in Sect. 3 by
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dim(V ) = tr(dimu(V ));

dim(M ) = tr(dimu(M ));

ω(f ) = tr(ωu(f ));

ω(M ) = tr(ωu(M )).

Of course one looses information by passing from the universal trace to the
complex valued trace, but for most of the applications the invariants based on
the standard complex valued trace for a von Neumann algebra of a group are
sufficient mainly, because the vanishing ofb(2)

p (C) is equivalent to the vanishing
of H (2)

p (C). Moreover, one can assign in the complex-valued case an interesting
real number to elements inD (C). TheNovikov-Shubin invariantof [d] ∈ D (C)
is

α([d]) = lim inf
λ→0+

ln(d(λ)− d(0))
ln(λ)

∈ [0,∞],

provided thatd(λ) > d(0) holds for allλ > 0. Otherwise, we putα([d]) = ∞+.
Here∞+ is a new formal symbol which should not be confused with∞.

Definition 3.11 Define theNovikov-Shubin invariant of a morphism of finitely
generated HilbertA-modules f: U −→ V by

α(f ) := α(ω(f )) ∈ [0,∞] q {∞+}.
The Novikov-Shubin invariant α(M ) of a finitely presentedA-module M is
defined by

α(M ) := α(ω(M )) ∈ [0,∞] q {∞+}. ut
Let f : U −→ V be a morphism of finitely generated HilbertA-modules.

Since f and f ∗f have the same kernel we have dim(ker(f )) = Ff (0). We have
α(f ) = ∞+ if and only if f ∗f has a gap in the spectrum at zero, i.e. there exists
ε > 0 such thatFf (λ) = Ff (0) for 0< λ < ε. Moreover,f is an isomorphism if
and only if f has trivial kernel,α(f ) = ∞+ and dimu(U ) = dimu(V ) ∈ Z(A). A
finitely presentedA-module M is finitely generated projective if and only if
α(M ) = ∞+. It is trivial if and only if dim(M ) = 0 andα(M ) = ∞+.

Finally we prove the following two lemmas we will need later.

Lemma 3.12 Let C a finitely generated freeA-chain complex. For aA-module
M let µ(M ) be the minimal numbers of generators. Then

dim(Cp) ≥ µ
(
Hp(C)⊕ THp−1(C)

)
.

Proof.Choose a direct sum decomposition ker(cp)⊕ P1 = Cp. Let P0 ⊂ ker(cp−1)
be the preimage ofTHp−1 under the canonical projection ker(cp−1) −→ Hn−1(C).

We get a 1-dimensional finitely generated projective resolution 0−→ P1
cp|P1−→ P0

−→ THp−1(C) −→ 0. From Lemma 3.4 we conclude thatP0 and P1 are A-
isomorphic. Hence we can construct an epimorphismCp −→ Hp(C)
⊕THp−1(C). ut
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Lemma 3.13 Let C be aA-chain complex and d be an integer such that Cn

is finitely presented withPCn = 0 for n ≤ d and Cd+1 is finitely generated. Then
Hn(C) is finitely presented withPHn(C) = 0 for n ≤ d and Hd+1(C) is finitely
generated.

Proof.From Lemma 3.7 we conclude that ker(cn), im(cn) andHn−1(C) are finitely
presented andPker(cn), Pim(cn) and PHn−1(C) are trivial for n ≤ d. The ob-
vious sequence 0−→ im(cd+1) −→ ker(cd) −→ Hd(C) −→ 0 is exact, im(cd+1)
is finitely generated and ker(cd) is finitely presented withPker(cd) = 0. Hence
Hd(C) and im(cd+1) are finitely presented andPHd(C) = 0 by Lemma 3.7. As
0−→ ker(cd+1) −→ Cd+1

cd+1−→ im(cd+1) −→ 0 is exact,Cd+1 is finitely generated
and im(cd+1) is finitely presented, ker(cd+1) is finitely generated. This finishes the
proof of Lemma 3.13 . ut

4 Abelian von Neumann algebras

Next we consider the special case whereA is abelian. Recall that any abelian
von Neumann algebraA can be identified withL∞(X, µ) for an appropriate
measure space (X, µ) [12, Theorem 1 in I.7.3 on page 132]. We recall the classical
notion of thek-th elementary ideal Ik(M ) of a finitely presentedS-module for

any commutative ringS [11, Chapter VII]. LetSm f−→ Sn −→ M be a finite
presentation andA the (m, n)-matrix describingf by f (x) = xA for x ∈ Sm. A
(l , l )-minor of A is the (ordinary) determinant (of commutative rings) of a (l , l )-
submatrix ofA. Define

Ik(M ) :=


0 , if n − k > m or k < 0
S , if n − k ≤ 0
ideal generated by all
(n − k, n − k)-minors , if 0< n − k ≤ m.

The following result was stated without proof in [35, Lemma 2.2. on page 522].
For the readers convenience we include a proof here.

Lemma 4.1 Let A = L∞(X, µ) be an abelian von Neumann algebra and
t : An −→ An be a normal morphism, i.e. t and t∗ commute. Then there exists
a unitary isomorphism u: An −→ An such that u∗ ◦ t ◦ u is diagonal.

Proof. We first construct a measurable map

λ : Mn(C) −→ C

with the property thatλ(A) is an eigenvalue ofA for all A ∈ Mn(C). Set-
theoretically, the map is defined as follows. Letλ(A) be the eigenvalue ofA
with the following property. Letλ(A) = r · e2πit for r ≥ 0 andt ∈ [0, 1[ be the
polar decomposition ofλ(A). If λ′ is any other eigenvalue ofA with polar de-
compositionλ′ = r ′ · e2πt ′ , then eitherr ′ < r , or r ′ = r andt ≤ t ′ holds. In other
words, the norm ofλ(A) is maximal and among those eigenvalues with the same



266 W. Lück

norm asλ(A), the angle between the real axis andλ(A) with respect to the origin
in the anticlockwise direction is minimal. The mapλ is of course not continuous
but, as we will see, measurable. Define the following sets for 1≤ k ≤ n

S := {A ∈ Mn(C) | λ(A) ∈ R};

Sc
k := {A ∈ Sc | there arek eigenvalues ofA satisfying|λ′| = |λ(A)|};

where we count the eigenvalues with multiplicity andSc is the complement ofS
in Mn(C). The eigenvalues ofA are the roots of its characteristic polynomial and
the map sendingA to its characteristic polynomial is continuous. The roots of a
polynomial depend continuously on the coefficients in the following sense. Given
a polynomialp of degreen andε > 0, there isδ > 0 such that for any polynomial
q of degreen with the property that the difference of thei -th coefficients ofp
and q have norm less than or equal toδ for all i , there are numerations of the
rootsλi (p) of p and of the rootsλi (q) of q, satisfying|λi (p)− λi (q)| ≤ ε for
all i . This implies thatλ is continuous on each setSc

k and that the disjoint union∐l
k=1 Sc

k is an open set for all 1≤ l ≤ n. The setS is closed. Hence each of the
setsSc

k and the setS are measurable and the restrictions ofλ to these sets is
measurable. Hence the mapλ is measurable.

We leave it to the reader to verify that the functionMn(C) −→ Mn(C), sending
A to the orthogonal projection prim(A) onto the image ofA, is measurable.

Next, we construct a measurable mapv1 : Mn(C) −→ Cn such that‖v1(A)‖
= 1 andAv1(A) = λ(A)v1(A) holds for allA in Mn(C). Namely, define

v1(A) =
prker(A−λ(A)I )(ei )

‖prker(A−λ(A)I )(ei )‖
if prker(A−λ(A)I )(ei−1) = 0 and prker(A−λ(A)I )(ei ) /= 0, wheree1, e2 , . . . en are the
standard basis vectors. Givenv1, one easily constructs measurable mapsv2, . . . ,
vn from Mn(C) to Cn such that{v1(A), v2(A), . . . , vn(A)} is an orthonormal basis
for all A. Let U (A) be the unitary map having this orthonormal basis as columns.
Provided thatA is normal, the matrixU (A)−1AU (A) is a diagonal block matrix.

U (A)−1AU (A) =

(
λ(A) 0

0 B(A)

)
and the (n−1, n−1)-matrixB(A) is normal again. Iterating this process, we can
even assume thatU (A)−1AU (A) is a diagonal matrix. Since the composition of
measurable functions is again measurable, we get for normalT ∈ Mn(L∞(X, µ))
the desired unitary elementU ∈ Mn(L∞(X, µ)) by puttingU (x) = U (T(x)). This
finishes the proof of Lemma 4.1. ut
Example 4.2Let A = L∞(X, µ) be an abelian von Neumann algebra and letM
be any finitely presentedA-moduleM . Because of the polar decomposition and
Lemma 4.1 there are elementst1, t2, . . ., tl in A such that

M ∼= ⊕l
i =1A/(ti ).
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Let Zero(ti ) be {x ∈ X | ti (x) = 0} and letχi be the characteristic function of
Zero(ti ). Then

PM = ⊕l
i =1(χi );

TM = ⊕l
i =1A/(χi + ti );

dimu(M ) =
l∑

i =1

χi ;

ρu(M ) =
l∏

i =1

(χi + ti );

Ik(M ) =

(∏
i∈I

ti | I ⊂ {1, 2, . . . , n}, |I | = l − k

)
for 0≤ k ≤ l .

In particular A/(t) and A/(s) are A-isomorphic if and only if Zero(t) =
Zero(s) (up to sets of measure zero) andt/s and s/t are essentially bounded
outside Zero(t) = Zero(s). ut
Example 4.3Next we consider the von Neumann algebraN (Z) = L∞(S1) with
its standard trace tr :L∞(S1) −→ C given by integration and want to classify
L∞(S1)-modules of the shape

⊕n
i =1L∞(S1)/(pi )

where pi (z) is a polynomial inz. SinceC[Z] is a principal ideal domain [2,
Proposition V.5.8 on page 151 and Corollary V.8.7 on page 162] any such
L∞(S1)-module is of the shape

N ⊗C[Z] L∞(S1)

for some finitely generatedC[Z]-moduleN . Let S ⊂ C[Z] be the multiplicative
subset of elements inC[Z] which become invertible inL∞(S1). This is the set of
elements which can be written as finite products of non-zero complex numbers
and elements of the formz− a with |a| 6= 1. The localizationS−1C[Z] is again
a principal ideal domain [2, Corollary V.8.7 on page 162] and we have

N ⊗C[Z] L∞(S1) ∼= S−1N ⊗S−1C[Z] L∞(S1).

Hence it suffices to investigate for a finitely generatedS−1C[Z]-module M the
L∞(S1)-module

M (2) := M ⊗S−1C[Z] L∞(S1).

From [2, Theorem X.5.7 on page 370] we get non-negative integersn, l and
elementst1, t2, . . ., tl in S−1C[Z] such that noti is zero or a unit,ti divides ti +1

and
M = S−1C[Z]n ⊕⊕l

i =1S−1C[Z]/(ti )

andn, l and the ideals (ti ) are uniquely determined by this property. We can also
write M in the form
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M = S−1C[Z]n ⊕⊕k
i =1S−1C[Z]/((z − ai )

ri )

where n, k, ri are integers withn, k ≥ 0 and ri ≥ 1 and ai ∈ S1. For
a = exp(iψ) ∈ S1 and r ∈ Z, r ≥ 1 define

fa,r : [0,∞) −→ L∞(S1)+ λ 7→ χ{cos(φ)+i sin(φ) | λ≥|φ−ψ|r }.

We claim

dimu(M ) = n · 1L∞(S1);

ρu(M ) =
l∏

i =1

ti ;

Ik(M ) = 0 for k < n

Ik(M ) = (
n+l−k∏

i =1

ti ) for n ≤ k;

ωu(M ) =
k∑

i =1

[fai ,ri ];

α(M ) =

{
min{ 1

ri
| i = 1, . . . k} , if k > 0

∞+ , if k = 0.

The first four equations follow directly from Example 4.2. We get from Lemma
3.9

ωu(M ) =
k∑

i =1

ωu(L∞(S1)/((z − ai )
ri )).

Hence it suffices to check for the fourth equation the special case forb ∈ S1 and
r ∈ Z, r ≥ 1

ωu(L∞(S1)/((z − b)r )) = [fb,r ].

Since the group of isometries onS1 acts transitively onS1, it suffices to treat the
caseb = 1. The spectral density function of the morphismL∞(S1) −→ L∞(S1)
given by multiplication with (z − 1)r assigns toλ ∈ [0,∞) the characteristic
function of the set

{z ∈ S1 | λ ≥ |z − 1|r } = {cos(φ) + i sin(φ) | λ ≥ |2− 2 cos(φ)|r/2}

This proves the fifth equation. Since

lim
φ→0

2− 2 cos(φ)
φ2

= 1

the sixth equation follows.
The last equation follows from the fourth using [26, Lemma 1.10 on page

23]
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α([d] + [e]) = min{α([d]), α([e])} for [d], [e] ∈ D (C);

tr([fa,r ]) = [λ1/r ] ∈ D (C);

α([λ1/r ]) =
1
r
.

We mention the consequence of these equations that the elementary ideals
Ik(M (2)) for k ≥ 0 determine the isomorphism type of bothM andM (2) and that
ωu(M (2)) determines the isomorphism type of both Tors(M ) andTM (2) .

Namely, the computations above show that the elementary idealsIk(M (2))
determine bothn and

∏k
i =1 ti up to multiplication with units inL∞(S1). Hence

n and
∏k

i =1 ti for all k are up to multiplication with units inS−1C[Z] uniquely
determined by the isomorphism type ofM (2). This implies that the isomorphism
type of M (2) determinesn and theS−1C[Z]-ideals (ti ) and hence theS−1C[Z]-
isomorphism type ofM itself.

In order to show thatωu(M (2)) determines the isomorphism type of Tors(M ),
we must show the following. Given non-negative integersn and q, pairwise
disjoint elementsai ∈ S1 for i = 1, 2, . . . , q and non-negative integersmi ,j for
i = 1, 2, . . . , q and j ∈ Z, j ≥ 1 for which only finitely many are different from
zero, the class

q∑
i =1

∑
j≥1

mi ,j · [fai ,j ] ∈ D (A)

determinesq, ai and mi ,j up to permutation of the indicesi . We have al-
ready introduced an (additive) semi-abelian group structure onD (A) by
[d + e] = [d] + [e]. Analogously multiplication defines a (multiplicative) struc-
ture of an abelian semi-group by

[d] · [e] := [d · e].

Let χi0,ε be the characteristic function for the set{cos(φ) + i sin(φ) | ε
≥ |φ−ψ|} if we write ai0 = cos(ψ) + i sin(ψ). Denote the corresponding constant
function [0,∞) −→ L∞(S1) in the same way. Then one easily checks for small
enoughε:  q∑

i =1

∑
j≥1

mi ,j · [fai ,j ]

 · [χi0,ε] =
∑
j≥1

mi0,j · [fai0 ,j
].

Since the group of isometries onS1 acts transitively onS1, it suffices to show
for a sequence of non-negative integersmj for j = 1, 2, . . . for which only finite
many are different from zero that∑

j≥1

mj · [f1,j ] ∈ D (A)

determines the integersmj . It suffices to show for all positive integersj0 that the
sums

∑
j≥j0

mj are determined. For [d], [e] ∈ D (A) we write
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[d] ≤ [e]

if and only if there are representativesd ande and constantsC , ε > 0 with the
property thatd(λ) ≤ e(C · λ) holds for allλ ∈ [0, ε). It suffices to prove

∑
j≥j0

mj = max

 k ∈ Z
∣∣∣∣∣∣ k ≥ 0 andk · [f1,j0] ≤

∑
j≥1

mj · [f1,j ]

 .

Considerk ∈ Z with k ≥ 0, 0< ε < 1 andC > 1 such that forλ ∈ [0, ε]

k · f1,j0(λ) ≤
∑
j≥1

mj · f1,j (C · λ)

holds. Fixλ ∈ [0, ε] satisfyingλ(j0)−1
/2≥ (C · λ)j−1

for all j < j0. Let χ be the
characteristic function of the set{cos(φ) + i sin(φ) | φ ∈ [λj0/2, λj0]}. Multiply-
ing the inequality of elements inL∞(S1)+ above withχ yields

k · χ ≤
∑
j≥j0

mj · χ.

This implies k ≤∑j≥j0
mj . Since [f1,j0] ≤ [f1,j ] for j ≥ j0, the claim follows.

ut

5 L2-Betti numbers and Novikov-Shubin invariants for chain complexes

In this section we introduceL2-invariants such asL2-homology,L2-Betti numbers
and Novikov-Shubin invariants for finitely generated HilbertA-chain complexes
and express them in terms of the homology of finitely generated projectiveA-
chain complexes which is associated to it by Theorem 2.1. In the sequelν−1 is
an inverse ofν which is well-defined up to unitary equivalence as described in
Theorem 2.1.

Definition 5.1 If C is a chain complex of finitely generated HilbertA-chain
modules, define its p-th L(2)-homology to be the finitely generated HilbertA-
module

H (2)
p (C) = ker(cp)/im(cp+1),

its center-valuedp-th L2-Betti number by

bu
p (C) := dimu(H (2)

p (C)) ∈ Z(A),

its p-th L2-Betti number by

b(2)
p (C) := dim(H (2)

p (C)) ∈ R≥0,

its p-th ω-invariant by

ωu
p (C) := ω(cp : Cp −→ Cp−1) ∈ D (A),

and its p-th Novikov-Shubin invariant by

αp(C) := α(cp : Cp −→ Cp−1) ∈ [0,∞] q {∞+}. ut
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Lemma 5.2 Let C be a finitely generated HilbertA-chain complex. Then there
is a in C natural isomorphism

h(C) : ν−1(H (2)
p (C)) −→ PHp(ν−1(C)).

Proof.We defineh(C) by the following commutative diagram whose columns are
exact and whose middle and lower vertical arrows are isomorphisms by Lemma
2.3

0 0x x
ν−1(H (2)

p (C))
h(C)−−−−→ PHp(ν−1(C))

ν−1(q)

x r

x
ν−1(ker(cp))

ν−1(i )−−−−→ ker(ν−1(cp))

ν−1(j )

x l

x
ν−1(im(cp+1))

ν−1(k)−−−−→ im(ν−1(cp+1))x x
0 0

wherei , j ,k andl are the obvious inclusions andq andr the obvious projections.
Thenh(C) is an isomorphism by the five-lemma.ut
Lemma 5.3 If f : C −→ D is a chain homotopy equivalence of finitely gener-
ated HilbertA-chain complexes, then we get for all p

ωu
p (C) = ωu

p (D).

Proof.We will need the following fact for an exact sequence of finitely generated

Hilbert A-chain complexes 0−→ C −→ D
p

−→ E−→ 0: If E is contractible
then there is a chain maps : E −→ D with p ◦ s = idE . Namely, choose for any
n ≥ 0 a morphismσn : En −→ Dn with pn ◦ σn = idEn . If γ is a chain contraction
for E, define

sn = dn+1 ◦ σn+1 ◦ γn + σn ◦ γn−1 ◦ en.

If cone(f ) resp. cyl(f ) is the mapping cone resp. mapping cylinder off : C −→ D
(see [28, page 213]), there are canonical exact sequences

0−→ C −→ cyl(f ) −→ cone(f ) −→ 0

and
0−→ D −→ cyl(f ) −→ cone(C) −→ 0.

In both sequence the third chain complex is contractible. Hence we obtain from
the fact above an isomorphism ofA-chain complexes
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C ⊕ cone(f ) ∼= D ⊕ cone(C).

The ω-invariants are invariant under isomorphisms ofA-chain complexes by
Lemma 3.9. Hence it suffices to show for finitely generated projectiveA-chain
complexesC and D that C and C ⊕ D have in all dimensions the sameω-
invariants, provided thatD is contractible. AA-chain complex is elementary if
for somen it is concentrated in two consecutive dimensionsn and n − 1 and
the n-th differential is an isomorphism. SinceD is contractible,D is a sum of
elementary contractible finitely generated HilbertA-chain complexes. Hence we
can assume without loss of generality thatD is elementary. But then the claim
follows Lemma 3.9. ut

The next theorem enables us to read of the center-valuedL2-Betti numbers
andω-invariants of a finitely generated HilbertA-chain complexC from the
homology of theA-chain complexHp(ν−1(C)).

Theorem 5.4 Let C be a finitely generated HilbertA-chain complex. Then:

bu
p (C) = dimu(PHp(ν−1(C)));

b(2)
p (C) = dim(PHp(ν−1(C)));

ωu
p (C) = ωu(THp−1(ν−1(C)));

αp(C) = α(THp−1(ν−1(C))). ut

Proof. It suffices to prove the claim for the invariants based on the center-valued
trace since they determine the others. The assertion about the center-valuedL2-
Betti numbers follows from Lemma 5.2. We will now and later need the following
general observation which follows from the fact that a chain map of projective
chain complexes is a homotopy equivalence if and only if it induces an isomor-
phism on homology. LetΣp denote thep-fold suspensionΣΣ . . .Σ.

Lemma 5.5 Let S be a ring and C be a projective S -chain complex. Suppose
that for each p there is a1-dimensional projective S -resolution P[p] of Hp(C).
Then there is a S -chain map j[p] : ΣpP[p] −→ C which induces the identity on
the p-th homology. The S -chain map

⊕p≥0j [p] : ⊕p≥0Σ
pP[p] −→ C

is a S -chain homotopy equivalence.ut
Because of Theorem 1.2 and Lemma 3.4 we can find a 1-dimensional finitely

generated projectiveA-resolutionP[p] of THp(ν−1(C)) and PHp(ν−1(C)) is
finitely generated projective. Letp[PHp(ν−1)] be the obviousA-chain com-
plex concentrated in dimensionp. From Lemma 5.5 we get a chain homotopy
equivalence

⊕p≥0Σ
pP[p] ⊕ p[PHp(ν−1(C))] −→ ν−1(C).

From Lemma 5.3 we conclude
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ωu(THp−1(ν−1(C))) = ωu
p (Σp−1ν(P[p− 1]))

= ωu
p (Σp−1ν(P[p− 1])⊕ (p− 1)[ν(PHp−1(ν−1(C)))])

= ωu(⊕p≥0Σ
pν(P[p]) ⊕ p[ν(PHp(ν−1(C)))])

= ωu
p (ν(ν−1(C)))

= ωu
p (C)

This finishes the proof of Theorem 5.4.ut

6 L2-Betti numbers and Novikov-Shubin invariants for spaces

In this section we will extend the notions and results of Sect. 4 forA-Hilbert
chain complexes to properΓ -CW-complexes of finite type and discuss applica-
tions.

Let Γ be a discrete group andX be a properΓ -CW-complex of finite type.
Finite type means that all its skeleta are finite. Recall that aΓ -CW-complex
is finite resp. of finite type if and only ifΓ\X is finite resp. of finite type,
and is proper if and only if all isotropy groups of theΓ -action are finite [28,
Theorem 1.23 on page 18]. An example of a properΓ -CW-complex which is
finite resp. of finite type is the universal covering of aCW-complex which is
finite resp. of finite type with fundamental groupΓ . Let A be a finite von
Neumann algebra andV be a finitely generated HilbertA-module together with
a unitary representationµ : Γ −→ UA(V )op into the (opposite of the) group of
unitary A-automorphism ofV . In particularV is a A-ZΓ -bimodule. Then the
cellular L2-chain complex of X with coefficients in Vis the finitely generated
Hilbert A-chain complex

C (2)(X; V ) = V ⊗ZΓ Cc(X)

where Cc(X) is the cellularZΓ -chain complex. ItsL2-homology is theL2-
homology of X with coefficients in Vand denoted byH (2)

p (X; V ). For details
aboutΓ -CW-complexes and the HilbertA-module structure onC (2)(X; V ) we
refer to [34, Sect. 3]. If we specify an inverseν−1 as described in Theorem 2.1,
thenV and the unitary representationµ determine aA-ZΓ -bimoduleQ which
is finitely generated projective overA. Thecellular A-chain complex of X with
coefficients in Qis the finitely generatedA-chain complex

CΓ (X; Q) = Q ⊗ZΓ Cc(X).

Its homology is thehomology of X with coefficients in Qand denoted by
H Γ

p (X; Q). The center-valuedL2-Betti numberbu
p (X; V ), the L2-Betti number

b(2)
p (X; V ), the ω-invariant ωu

p (C) and the Novikov-Shubin invariantαp(X; V )
are defined as the corresponding invariants forC (2)(X; V ) (see Definition 5.1).
Everything above has also a cohomological analogue which gives the same in-
formation [34, Lemma 3.10 on page 231]. Now Theorem 5.4 applied to this
situation gives:
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Theorem 6.1 Under the conditions above we get

bu
p (X; V ) = dimu(PH Γ

p (X,Q));

b(2)
p (X; V ) = dim(PH Γ

p (X,Q));

ωu
p (C) = ωu(TH Γ

p−1(X,Q));

αp(C) = α(TH Γ
p−1(X,Q)). ut

The advantage of this theorem is that it reduces the computations ofL2-
invariants of theL2-chain complex ofX to the study of the homology ofX with
coefficents in aA-ZΓ - bimoduleQ and thatA is semi-hereditary. In particular
all standard results for homology with coefficients over a semi-hereditary ring
apply toH Γ (X; Q). Next we give a list of these tools and their applications.

1. Singular homology

If we want to computeH Γ (X,Q) we can also use the singular chain complex
Cs(X) of X which is (up toZΓ -chain homotopy naturally)ZΓ -homotopy equiv-
alent to the cellular one [28, Proposition 13.10 on page 264]. There are problems
in the L2-setting. For instance, for an arbitrary freeΓ -CW-complex the differ-
entials in theL2-chain complex need not to be bounded operators. Notice that
using the singular chain complex one can defineH Γ (X; Q) for all Γ -spacesX.
Sometimes it can be useful for the computation of the homology of a proper
Γ -CW-complex of finite type to consider also the homology of more general
spaces. We will make use of this for instance in Sect. 7. We will explain in a
different paper how to use this approach to give a convenient reformulation of
the notion of singularL2-cohomology in [9, Sect. 2].

2. Universal coefficient spectral sequences

If one knows the homology with complex coefficientsHn(X;C) of X, then there
are spectral sequences computing the homology resp. cohomology ofX with
coefficients inQ (see [38, Theorem 12.1 on page 400], [42, Theorem 3.14 on
page 73]). Namely, there is a spectral sequence converging toH Γ

p+q(X; Q) whose
E2-term is

E2
p,q = TorCΓp (Q,Hq(X;C))

and a spectral sequence converging toH p+q
Γ (X; Q) whoseE2-term is

Ep,q
2 = Extp

CΓ (Hq(X;C); Q).



Hilbert modules andL2-invariants 275

3. Leray-Serre spectral sequence

Let F −→ E −→ B be a fibration such thatB is a CW-complex. Assume for
simplicity that F , E and B are connected and possess universal coverings. We
abbreviateΓ = π1(E) andπ = π1(B). Let S be a ring andQ be aS-ZΓ -bimodule.
Let Ẽ andB̃ be the universal coverings ofE andB and letF be the covering of
F associated to the mapπ1(F ) −→ Γ induced by the inclusion. The composition
q : Ẽ −→ B of p with the universal covering ofE is a Γ -equivariant fibration
with fiber F if we equipB with the trivial Γ -action. The equivariant fiber trans-
port yields a homomorphismπ −→ (

[F ,F ]Γ
)op

into the opposite of the monoid
of Γ -homotopy classes ofΓ -maps fromF to itself. Thus we get the structure of
a S-Zπ-bimodule onH Γ

q (F ; Q). The Leray-Serre spectral sequence converges to

H Γ
p+q(Ẽ; Q) and has asE2-term

E2
p,q = H π

p (B̃; H Γ
q (F ; Q)).

Of course there is also a cohomological version. The fiber transport of aΓ -
fibration is explained in [27, Sect. 1 and Theorem 6.1]. The construction of
the Leray-Serre spectral sequence and the identification of itsE2-term is for
instance given in [42, Sect. 5.1] in the language of local coefficient systems,
provided thatΓ acts trivially on Q. We will expain in a different paper the
rather straightforward extension of the proof to the general case if one uses [27,
Sect. 7]. TheL2-Leray-Serre spectral sequence for a fibration ofCW-complexes
of finite type was constructed in [46].

4. Poincaŕe duality

Suppose thatX is a smooth orientable manifold of dimensionm with a smooth
properΓ -action such thatΓ\M is compact. Then there are smoothΓ -equivariant
triangulations so that we get a finite properΓ -CW-complex structure and we can
talk about the cellularZΓ -chain complexCc(X). There is a fundamental class
[X] in Hm(X, ∂X;Qw) wherew is the homomorphismw : Γ −→ {±1} sending
γ ∈ Γ to 1 resp.−1 if γ acts orientation preserving resp. reversing andQw

is the rational numbers with the rightΓ -action given byrγ = w(γ)r for r ∈ Q
andγ ∈ Γ . The A-chain complexCm−p(X, ∂X;wQ) has asp-th-chain module
homZπ(Cc

m−p(X),wQ) where wQ is the left ZΓ -module obtained fromQ by
γq = w(γ)qγ−1 for γ ∈ Γ and q ∈ Q and carries the same leftA-operation
asQ. Then we obtain aA-chain homotopy equivalence unique up toA-chain
homotopy

∩[X] : Cm−p(X, ∂X;wQ) −→ Cp(X; Q).

Details of these facts above can be found in [34, Sect. 5]. LetQw be theA-
ZΓ -bimodule obtained from theA-ZΓ -bimoduleQ by changing theΓ -action
to qγ = w(γ)qγ for γ ∈ Γ and q ∈ Q. We conclude from Lemma 1.3 that for
all p there are natural identifications
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H m−p(X, ∂X;wQ) = Hp(X; Q);(
PHm−p(X, ∂X; Qw)

)∗
= PHp(X; Q);(

THm−1−p(X, ∂X; Qw)
)̂

= THp(X; Q).

Notice for any finitely presentedA-moduleM that (PM )∗ resp. (TM )̂ andPM
resp.TM are (not canonically) isomorphic. In particular we get back the Poincaré
duality assertions for theL2-Betti numbers and Novikov-Shubin invariants [26,
Proposition 3.2 on page 33].

5. Morse inequalities

Assume thatΓ acts freely onX so thatΓ\X is a CW-complex of finite type.
Let iX (p) be the number ofp-cells inΓ\X. Then we get from Lemma 3.12 (see
also [15, Sect. 8])

iX (p) ≥ µ(H Γ
p (X; Q)⊕ TH Γ

p−1(X; Q)).

Since the left side of the equation is equal or greater than thep-th L2-Betti
numberb(2)

p (X; V ), this improves the Morse inequalities of [43]. In particular
one gets ifαp(X; V ) 6= ∞+ the inequality

iX (p) > b(2)
p (X).

6. Deficiency of groups

It is shown in [30, Theorem 6.1 on page 212] for a group groupΓ whose
classifying spaceBΓ = Γ\EΓ has finite 3-skeleton that the deficiency ofΓ
satisfies

def(Γ ) ≤ 1− b(2)
0 (EΓ ; V ) + b(2)

1 (EΓ ; V )− b(2)
2 (EΓ ; V ).

Suppose thatα3(EΓ ; V ) 6= ∞+ what is equivalent toTH Γ
2 (EΓ ; Q) 6= 0. Then this

inequality must be a strict inequality. This follows from an elementary modifi-
cation of the proof in [30, Theorem 6.1 on page 212] which is based on the
following observation. IfX is the universal covering of a finite 2-dimensional
CW-complex with fundamental groupΓ , then the classifying map is 2-connected
and induces an epimorphismH Γ

2 (X; Q) −→ H Γ
2 (EΓ ; Q) andTH Γ

2 (X; Q) = 0. If
TH Γ

2 (EΓ ; Q) is not trivial, we conclude:

b(2)
2 (X; V ) > b(2)

2 (EΓ ; V ).
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7. L2-torsion

Using for instance [5] or [34] one can also translate the definition ofL2-torsion
for finite-dimensional finitely generated HilbertA-chain complexes to the set-
ting of finite-dimensional finitely generated projectiveA-chain complexes using
the same pattern as above for theL2-Betti numbers and Novikov-Shubin invari-
ants. This allows for instance to carry over the results in [36] about torsion
invariants and fibrations from ordinary torsion toL2-torsion. Analogously to the
extension ofL2-Betti numbers and Novikov-Shubin invariants one can try to
use the center-valued trace to define a refined Fuglede-Kadison determinant and
L2-torsion taking values inKw

1 (A) or Z(A)w. This has been done in [34]. How-
ever, in theII 1-case this requires a suitable center-valued version of the condition
necessary for the definition of the real-valuedL2-torsion that the Novikov-Shubin
invariants are positive. The details have so far not yet been carried out. Without
such additional conditions one would always get a trivial invariant in the type
II 1-case because of the computations ofKw

1 (A) in [35, Theorem 2.1 on page
521 and Theorem 3.3 on page 525].

8. The “Zero in the spectrum” conjecture

The “Zero in the spectrum” conjecture says that there is no contractible closed
Riemannian manifoldM with an isometric proper cocompact action of a discrete
groupΓ such that for allp zero is not in the spectrum of the Laplace operator in
dimensionp [18, page 238], [25]. The author does not even know an example of
a finite properΓ -CW-complexX such that for allp zero is not in the spectrum of
the combinatorial Laplace operator in dimensionp. Notice that the last condition
on X is equivalent to the purely algebraic statement thatH Γ

p (X; N (Γ )) is trivial
for all p, or equivalentlyCΓ (X; N (Γ )) is contractible.

9. Homological computations

In some special situationsH (2)(X; V ) depends only on the homology ofX
with complex coefficientsH (X;C). Namely, suppose thatHp(X;C) has a 1-
dimensional finitely generated projectiveCΓ -resolutionP[p] for all p ≥ 0. Let
Q be theA-ZΓ -bimodule associated toV as explained in Sect. 4. Then we get
from Lemma 5.5 aCΓ -chain homotopy equivalence

⊕p≥0j [p] : ⊕p≥0Σ
pP[p] −→ Cc(X;C).

It induces a chain homotopy equivalence ofA-chain complexes

⊕p≥0Q ⊗CΓ ΣpP[p] −→ CΓ (X; Q).

We get isomorphisms ofA-modules

Q ⊗CΓ Hp(X;C)⊕ TorCΓ1 (Q,Hp−1(X;C)) −→ H Γ
p (X; V ).
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Notice that TorCΓ1 (Q,Hp−1(X;C)) is finitely generated projective asA is semi-
hereditary. Hence we get

Lemma 6.2 Suppose that Hp(X;C) has a1-dimensional finitely generated pro-
jectiveCΓ -resolution for all p≥ 0. Then we obtain isomorphisms ofA-modules

P
(
Q ⊗ Hp(X;C)

)⊕ TorCΓ1 (Q,Hp−1(X;C)) −→ PH Γ
p (X; V );

T
(
Q ⊗ Hp(X;C)

) −→ TH Γ
p (X; V ).

In particular Hp(X;C) determines the L2-Betti numbers and Novikov-Shubin in-
variants. ut

Notice that the assumption onHp(X) is always satisfied ifΓ is a finitely
generated free group. Namely, the complex group ring of a finitely generated free
group is a fir, i.e free ideal ring [10, Corollary 3 on page 68]. This phenomenon
was already observed in [15].

One can make computations more explicite in the following case.

Theorem 6.3 Suppose thatΓ is the free abelian groupZr of rank r. LetCZr
(0)

be the quotient field ofCZr . Then

b(2)
p (X; l 2(Zr )) = dimCZr

(0)

(
Hp(X;C)⊗CZr CZr

(0)

)
.

Proof. We abbreviateC = C⊗Z Cc(X), C (2) = l 2(Zr )⊗CZr C and C(0) = CZr
(0)

⊗CZr C . We first treat the case whereC(0) has trivial homology. Then we
can find aC[Zr ](0)-chain contractionγ′. Chooseu ∈ CZr with u 6= 0 and
maps γn : Cn −→ Cn+1 such that lu ◦ γ′n = (γn)(0) holds for all n where lu
is multiplication with u. Then γ is a chain homotopy ofC[Zr ]-chain maps
lu ' 0 : C −→ C . This induces a chain homotopy of chain maps of finite Hilbert
N (Zr )-chain complexeslu ' 0 : C (2) −→ C (2). Hence multiplication withu in-
duces the zero map on theL2-homology of C (2). This is only possible if the
L2-homology is trivial and hence allL2-Betti numbers ofC (2) vanish.

Next we treat the general case. Putbn = dimC[Zr ](0)(Hn(C(0))). Then there is a
C[Zr ](0)-isomorphism

⊕bn
i =1C[Zr ](0) −→ Hn(C(0)) = Hn(C)⊗C[Zr ] C[Zr ](0).

By composing it with a map given by multiplication with a suitable element in
C[Zr ] one can construct aC[Zr ]-map

in : ⊕bn
i =1C[Zr ] −→ Hn(C)

such that (in)(0) is aC[Zr ](0)-isomorphism. LetD be the finite freeC[Zr ]-chain
complex whosen-th chain module isDn = ⊕bn

i =1C[Zr ] and whose differentials are
all trivial. Choose aC[Zr ]-chain mapj : D −→ C which induces on then-th
homology the mapin. Let cone(j ) be its mapping cone. There is a canonical
exact sequence

0−→ C −→ cone(j ) −→ ΣD −→ 0.
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It remains exact under the passage fromC to C(0) or C (2). We conclude from the
long exact homology sequence that cone(j )(0) is acyclic. Hence theL2-homology
of cone(j )(2) is trivial by the first step. We conclude from the long weakly exact
L2-homology sequence [8, Theorem 2.1 on page 10]

b(2)
n (C (2)) = b(2)

n (D (2)) = dimN (Zr )(D
(2)
n ) = bn = dimCZr

(0)
(Hn(C(0)))

and the claim follows. ut

7 L2-Betti numbers, fibrations and deficiency of groups

In this section we generalize [30, Theorem 3.1] using the algebraic description
of L2-homology as described in this paper. We mention that the proof presented
here seems to be more conceptual than the one in [30]. We will show

Theorem 7.1 Let d ≥ 0 be an integer and let F−→ E −→ B be a fibration
of spaces such that F resp. E has the homotopy type of a connected CW -
complex with finite d-skeleton resp. d+ 1-skeleton. LetF be the covering of F
associated to the mapπ1(F ) −→ π1(E) induced by the inclusion. Suppose that
b(2)

p (F ; l 2(π1(E))) = 0 for p ≤ d − 1 and π1(B) contains an element of infinite
order. Then we get

b(2)
p (Ẽ) := b(2)

p (Ẽ; l 2(π1(E)) = 0 for p ≤ d. ut
Before we give the proof of Theorem 7.1 we prove the next lemma which

is probably well-known but for whose second assertion we could not find a
reference.

Lemma 7.2 Let F −→ E
p−→ B be a fibration of path-connected spaces and let

d ≥ 0 be an integer. Then:

1. If both F and B are homotopy equivalent to finite CW -complexes resp. finite-
dimensional CW -complexes resp. CW -complexes of finite type resp. CW -
complexes, then the same is true for E.

2. Suppose that F is homotopy equivalent to a CW -complex with finite d-skeleton
resp. CW -complex of finite type, E is homotopy equivalent to a CW -complex
with finite d+1-skeleton resp. CW -complex of finite type and B has the homo-
topy type of a CW -complex. Then B is homotopy equivalent to a CW -complex
with finite d+ 1-skeleton resp. CW -complex of finite type.

Proof. 1.) This is done by induction over the skeletons ofB and the fact that
any fibration overDn is fiber homotopy equivalent to the trivial fibration. More
details can be found for instance in [36, Sect. 1].

2.) We only treat the case whereF has finited-skeleton andE has finited + 1-
skeleton. Ifd = 0, the claim follows from the fact that a connected spaceX of
the homotopy type of aCW-complex is homotopy equivalent to aCW-complex
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with finite 1-skeleton if and only ifπ1(X) is finitely generated. Hence it remains
to treat the cased ≥ 1.

We construct inductively forn ≥ 1 a max{2, n}-dimensionalCW-complex
Xn together with an-connected mapfn : Xn −→ B such thatπ1(fn) is an isomor-
phisms,X1 is finite, fn+1 extendsfn and, provided thatn ≤ d, the spaceXn+1 is
obtained fromXn by attaching finitely many cells of dimensionn + 1. Then the
direct limit yields aCW-complexX with finite d + 1-skeleton and a homotopy
equivalencef : X −→ B.

The induction beginn = 1 is done as follows. Sinceπ0(F ) is trivial, π1(F )
is finitely generated andπ1(E) is finitely presented, we conclude from the long
homotopy sequence of the fibration thatπ1(B) is finitely presented. LetX1 be
the finite 2-dimensionalCW-complex associated to some finite presentation of
π1(B). Obviously there is a mapf1 : X1 −→ B which induces an isomorphism
on the fundamental groups.

The induction step fromn ≥ 1 to n+1 is done as follows. Letpn : Yn −→ Xn

be the pull back fibration ofp with respect tofn

Yn
gn−−−−→ E

pn

y yp

Xn −−−−→
fn

B

Let B̃ −→ B be the universal covering ofB with π = π1(B) as group of deck
transformations. We obtain the followingπ-equivariant pull back by pulling back
the universal covering ofB using the square above

Yn
gn−−−−→ E

pn

y yp

X̃n −−−−→
f̃n

B̃

Notice that̃Xn is the universal covering ofXn, asπ1(fn) is bijective. The coverings
Yn and E are not-necessarily the universal coverings but they have connected
total spaces asF is path-connected. The following diagram commutes fork ≥ 1
where the horizontal maps are Hurewicz homomorphisms and the vertical maps
are induced by the square above

πk(gn) −−−−→ Hk(gn)y y
πk(f̃n) −−−−→ Hk(f̃n)

The left vertical arrow is an isomorphism fork ≥ 1 by [49, Corollary 8.8 on
page 187]. In particulargn is n-connected becausẽfn is n-connected. SinceYn

and E are path-connected, we conclude from [49, Corollary 7.9 on page 180]
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that Hk(gn) is zero fork ≤ n. The lower horizontal arrow is an isomorphism for
k ≤ n + 1 by the Hurewicz isomorphism sincẽXn and B̃ are simply-connected
and f̃n is n-connected [49, Corollary 7.10 on page 181]). Hence the right vertical
arrow is surjective fork = n + 1.

Next we show thatHn+1(gn) is a finitely generatedZπ-module providedn ≤
d. As F andXn have finiten-skeletons up to homotopy, the same is true forYn

by the first assertion. By assumptionE has finiten + 1-skeleton up to homotopy.
Hence we can assume without loss of generality, that the cellularZπ-chain
complexes ofYn resp.E have finitely generated freeZπ-modules in dimensions
≤ n resp.≤ n + 1. Hence the mapping coneD of theZπ-chain mapC(gn) has
finitely generated freeZπ-modules as chain modules in dimensions≤ n + 1. By
definition Hk(D) and Hk(gn) agree so thatHk(D) is trivial for k ≤ n as shown
above. Hence there is a long exact sequence ofZπ-modules

{0} −→ ker(dn+1) −→ Dn+1
dn+1−→ Dn

dn−→ . . .
d1−→ D0 −→ {0}

SinceDk is finitely generated free for allk ≤ n + 1, we conclude that kerdn+1 is
a finitely generated projectiveZπ-module. This implies thatHn+1(D) = Hn+1(gn)
is finitely generated overZπ. Since Hn+1(f̃n) is a quotient ofHn+1(gn), it is
finitely generated overZπ. This shows thatπn+1(f̃n) is finitely generated overZπ
providedn ≤ d.

Given a set of generators of theZπ-module πn(fn) ∼= πn(f̃n), there is the
standard procedure of attaching cells toXn, one for each generator, to obtain
Xn+1 such thatfn extends to a (n + 1)-connected mapfn+1 : Xn+1 −→ B. This
finishes the proof of Lemma 7.2. ut

The second assertion 2.) in Lemma 7.2 becomes false if one substitutes of fi-
nite type by homotopy equivalent to a finiteCW-complex or by homotopy equiv-
alent to a finite-dimensionalCW-complex. Here is a counterexample. Realize the

exact sequence of abelian groups 0−→ Z
·2−→ Z −→ Z/2−→ 0 by a fibration

of Eilenberg-MacLane spaces of type 1. Notice thatK (Z, 1) is homotopy equiva-
lent to a circle andK (Z/2, 1) is not-homotopy equivalent to a finite-dimensional
CW-complex because its cohomology ring withZ/2-coefficients is a free poly-
nomial algebra in one generator. One can say nothing about the fiber if one has
only information about the total and the base space. For instance the homotopy
fiber of the mapS1 ∨ S1 to S1 which is the identity on each component is an
infinite wedge ofS1-s and hence not homotopy equivalent to aCW-complex of
finite type. Other examples come from path fibrationsΩX −→ PX −→ X over
finite CW-complexes sincePX is contractible andΩX has often homology in
all dimensions.

Now we are ready to give the proof of Theorem 7.1. Because of Lemma
7.2 we can assume that bothE andB are connectedCW-complexes with finite
d + 1-skeletons andF is a connectedCW-complex with finited-skeleton. We
abbreviateΓ = π1(E) andπ = π1(B). Recall from Sect. 4 that theE2-term of the
Leray-Serre spectral sequence which converges toH Γ

p+q(Ẽ; N (Γ )) is
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E2
p.q = H π

p (B̃; H Γ
q (F ; N (Γ ))).

Next we show for allr ≥ 2 that Er
p,q is finitely presented withPEr

p,q = 0 if
p + q ≤ d andq 6= d and and is finitely generated ifp + q = d + 1 andq ≤ d − r .
Notice that then the same is true forr = ∞ since the Leray-Serre spectral
sequence is a first quadrant spectral sequence.

Since F has finite d-skeleton andb(2)
q (F ; N (Γ )) = 0 for q ≤ d − 1, the

N (Γ )-moduleHq(F ; N (Γ )) is finitely presented withPHq(F ; N (Γ )) = 0 for
q ≤ d − 1 because of Lemma 3.7 and Theorem 6.1. HenceE2

p,q is finitely pre-
sented withPE2

p,q = 0 for p ≤ d and q ≤ d − 1 and is finitely generated for
p = d + 1 andq ≤ d − 1 sinceB has finited + 1-skeleton. This finishes the in-
duction beginr = 2. The induction step follows from an iterated application of
Lemma 3.13 using the fact that theEr +1-term is the homology of theEr -term
and ther -th differentials aredr

p,q : Er
p.,q −→ Er

p−r ,q+r−1.
We get from Lemma 3.7 and the Leray-Serre spectral sequence

PH Γ
n (Ẽ; N (Γ )) = 0 for n ≤ d − 1 and that there is an exact sequence of

N (Γ )-modules

H π
0 (B̃; H Γ

d (F ; N (Γ ))) −→ H Γ
d (Ẽ; N (Γ )) −→ M −→ 0

whereH Γ
d (Ẽ; N (Γ )) andM are finitely presentedN (Γ )-modules andPM = 0.

Recall from Theorem 6.1 thatb(2)
p (Ẽ) := b(2)

p (Ẽ; l 2(Γ )) vanishes for allp ≤ d if

and only if PH Γ
p (Ẽ; N (Γ )) vanishes for allp ≤ d. Hence it suffices because

of Lemma 3.7 to construct a finitely presentedN (Γ )-moduleN with PN = 0
such that there is an epimorphism fromN onto H π

0 (B̃; H Γ
d (F ; N (Γ ))).

Let f : S1 −→ B be a map which induces an injection on the fundamen-
tal groups. LetF −→ E0

p0−→ S1 and f0 : E0 −→ E be given by the pull back
construction. The Leray-Serre spectral sequence forp0 yields an exact sequence

0−→ H Z
0 (S1; H Γ

d (F ; N (Γ ))) −→ H Γ
d (E0; N (Γ ))

−→ H Z
1 (S1; H Γ

d−1(F ; N (Γ ))) −→ 0

where we identifyπ1(S1) = Z and E0 −→ E0 is the covering given byπ1(f0) :
π1(E0) −→ Γ . Let g : F −→ F be a cellular map whose homotopy class is given
by the fiber transport forp0 with a generator inZ. Let Tg be the mapping torus ofg
which is obtained from the cylinder overF by identifying the bottom and the top
by g. There is a homotopy equivalenceh : Tg −→ E0 such that its composition
with p0 is homotopic to the canonical projectionTg −→ S1. Let gd : Fd −→ Fd

be the restriction ofg to the d-skeleton ofF . Denote byj : Tgd −→ Tg the
inclusion. Let Tgd and Tg be the coverings associated to the homomorphisms
from π1(Tgd ) and π1(Tg)) to Γ which are induced byj , h and f0. SinceTg is
obtained fromTgd by attaching cells of dimensions≥ d + 1, the inclusionj
induces an epimorphism

j∗ : H Γ
d (Tgd ; N (Γ )) −→ H Γ

d (Tg; N (Γ )).
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Let ∆ be the image ofπ1(f0) : π1(E0) −→ Γ . Then the mapπ1(Tgd ) −→ Z in-
duced by the canonical projectionTgd −→ S1 factorizes over the epimorphism

π1(Tgd )
π1(j )−→ π1(Tg)

π1(h)−→ π1(E0)
π1(f0)−→ ∆.

Let Tgd be the covering ofTgd associated to the mapπ1(Tgd ) −→ ∆ above. Since
Tgd is finite, we conclude from [30, Lemma 1.2.3 on page 205 and Theorem 2.1.
on page 207]

b(2)
d (Tgd ; N (Γ )) = b(2)

d (Tgd ; N (∆)) = 0.

HenceH Γ
d (Tgd ; N (Γ )) is finitely presented andPH Γ

d (Tgd ; N (Γ )) is trivial.
Since theN (Γ )-module H Z

1 (S1; H Γ
d−1(F ; N (Γ ))) is finitely presented and

PH Z
1 (S1; H Γ

d−1(F ; N (Γ ))) = 0, the kernelN of the composition

H Γ
d (Tgd ; N (Γ ))

j∗−→ H Γ
d (Tg; N (Γ ))

h∗−→ H Γ
d (E0; N (Γ ))

−→ H Z
1 (S1,H Γ

d−1(F ; N (Γ )))

is finitely generated and satisfiesPN = 0 because of Lemma 3.7. The epimor-
phismh∗ ◦ j∗ induces an epimorphism

N −→ H Z
0 (S1; H Γ

d (F ; N (Γ ))).

The mapf induces a surjective homomorphism

H Z
0 (S1; H Γ

d (F ; N (Γ ))) −→ H π
0 (B; H Γ

d (F ; N (Γ )))

as it can be identified with the projectionC⊗CZ H Γ
d (F ; N (Γ ))

−→ C ⊗Cπ H Γ
d (F ; N (Γ )) whereZ and π act trivially on C. This finishes

the proof Theorem 7.1. ut
Next we give the promised proof of Theorem 0.6 and Theorem 0.8. Theorem

0.6 follows by induction overn from Theorem 7.1 applied to the fibrations
BΓi −→ BΓi +1 −→ BΓi +1/Γi since b(2)

p (Γi ) = b(2)
p (BΓi ; l 2(Γi +1)) holds for the

coveringBΓi associated to the inclusionΓi −→ Γi +1 [30, Lemma 1.2.3 on page
205]. The induction begin follows fromb(2)

0 (Γ ) = |Γ |−1 [30, Lemma 1.2.5 on
page 205]. ut

Next we prove Theorem 0.8. There is a subgroupF1 ⊂ F together with a
monomorphismΦ : F1 −→ F1 such thatF1 is isomorphic toF and F is the
HNN-extension ofF1 with respect toΦ with one stable letter [4, Proposition
1.7 on page 370]. From the topological description of HNN-extensions [37, page
180] we conclude thatF is the fundamental group of the mapping torusTBΦ of
the mapBΦ : BF1 −→ BF1 induced byΦ. The inclusionBF1 −→ BF induces
on the fundamental groups the inclusion ofF1 in F . The argument in [30, page
207] shows that the cellularZF -chain complex of the universal covering̃TBΦ of
TBΦ is the mapping cone of a certainZF -chain map fromZF ⊗ZF1 C(EF1) to
itself. SinceZF is free overZF1, we conclude forp ≥ 1
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Hp(ZF ⊗ZF1 C(EF1)) = ZF ⊗ZF1 Hp(C(EF1)) = 0.

This impliesHp(T̃BΦ;Z) = 0 for p ≥ 2. HenceTBΦ is a model forBF. Now the
claim follows from [30, Theorem 2.1. on page 207].ut
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23. Kaniuth, E.: “Der Typ der regulären Darstellung diskreter Gruppen”, Math. Ann 182, 334–339
(1969)

24. Lott, J.: “Heat kernels on covering spaces and topological invariants”, J. of Diff. Geom. 35,
471–510 (1992)

25. Lott, J.: “The Zero-in-the-Spectrum Question”, to appear in L’Enseignement Mathématique
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