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ALGEBRAIC K-THEORY OF REDUCTIVE p-ADIC GROUPS

BARTELS, A. AND LÜCK, W.

Abstract. Motivated by the Farrell–Jones Conjecture for group rings, we for-
mulate the Cop-Farrell–Jones Conjecture for the K-theory of Hecke algebras of
td-groups. We prove this conjecture for (closed subgroups of) reductive p-adic
groups G. In particular, the projective class group K0(H(G)) for a (closed sub-
group) of a reductive p-adic group G can be computed as a colimit of projective
class groups K0(H(U)) where U varies over the compact open subgroups of
G. This implies that all finitely generated smooth complex representations of
a reductive p-adic G admit finite projective resolutions by compactly induced
representations. For SLn(F ) we translate the colimit formula for K0(H(G))
to a more concrete cokernel description in terms of stabilizers for the action
on the Bruhat-Tits building.

For negative K-theory we obtain vanishing results, while we identify the
higher K-groups Kn(H(G)) with the value of G-homology theory on the ex-
tended Bruhat-Tits building. Our considerations apply to general Hecke al-
gebras of the form H(G;R, ρ, ω), where we allow a central character ω and a
twist by an action ρ of G on R. For the Cop-Farrell–Jones Conjecture we need
to assume Q ⊆ R and a regularity assumption. As a key intermediate step
we introduce the Cvcy-Farrell–Jones conjecture. For the latter no regularity
assumptions on R are needed.

1. Introduction

The Farrell–Jones conjecture [27] originated in surgery theory and has appli-
cations to the classification of manifolds, notably it implies (in dimension ≥ 5)
Borel’s conjecture on the topological rigidity of aspherical manifolds. The conjec-
ture concerns the K- and L-groups of group rings and expresses these in terms of
an equivariant homology theory. It can be viewed as reducing computations to the
case of group rings for virtually cyclic groups. Under regularity assumptions there
are often further reductions, typically to group rings of finite groups. Further in-
formation on the conjecture can be found for instance in [39, 40]. Farrell and Jones
used the geodesic flow on non-positively curved manifolds as a tool to confirm their
conjecture for fundamental groups of such manifolds [27].

In this paper we study the K-theory of Hecke algebras of td-groups and transfer
the Farrell–Jones conjecture and the geodesic flow method to smooth representation
theory. We obtain formulas for the K-theory of Hecke algebras H(G;R) where G
is a closed subgroup of a reductive p-adic group and R is a field of characteristic
01. These express the K-theory of H(G;R) as G-homology groups of the associated
Bruhat-Tits building, see Corollary 1.8. On the level of K0 this yields isomorphisms

colim
U∈SubCop(G)

K0(H(U ;R))
∼=
−→ K0(H(G;R))
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1It suffices for R to contain Q and to satisfy a regularity assumption.
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where the colimit is taken over a category of compact open subgroups of G, see
Corollary 1.2. This confirms in particular a conjecture of Dat [21, Conj. 1.11]. For
finitely generated smooth representations it implies the existence of finite length res-
olutions by compactly induced representations, generalizing a result of Schneider–
Stuhler for admissable representations, see Subsection 1.d. A long standing con-
jecture in smooth representation theory asks whether all irreducible cuspidal repre-
sentations of reductive p-adic groups G are compactly induced2. Our results imply
that the K0-classes of finitely generated representations can be expressed in terms
of compact induction.

We proceed to explain our results in more detail.

1.a. Hecke algebras and p-adic groups. Let G be a td-group, i.e., a locally
compact second countable totally disconnected topological Hausdorff group. In
such a group the neutral element e has a countable neighborhood basis consisting
of compact open subgroups. Let R be a not necessarily commutative ring with unit
containing Q. The Hecke algebra H(G;R) of G over R is the algebra of locally
constant compactly supported R-valued functions on G. Its multiplication is given
by convolution3 relative to a Q-valued left-invariant Haar measure on G4. There are
more general Hecke algebras H(G;R, ρ, ω) allowing for twists ρ by an action of G
on R and a central character ω. Hecke algebras are in general not unital. A module
M over the Hecke algebra is non-degenerate, if H(G;R) ·M =M . A representation
of G on an R-module V is said to be smooth, if all isotropy groups of the action of
G on V are open. The category of non-degenerated H(G;R)-modules is equivalent
to the category of smooth representations on R-modules, see [29, Sec. 9]. By a
reductive p-adic group we will mean the F -points of an algebraic group over F ,
whose component of the identity is reductive, where F is a non-Archimedian local
field, i.e., a finite extension of the field of p-adic numbers or the field of formal
Laurent series k((t)) over a finite field k. Reductive p-adic groups are td-groups.

Associated to a reductive p-adic group is its extended Bruhat-Tits building X [15,
16, 51]. This is a CAT(0)-space with a cocompact proper isometric G-action. The
building can also be given the structure of a simplicial complex such that the action
of X is simplicial and smooth. For a short review of the Bruhat-Tits building,
emphasizing the aspects we need, see [6, Appendix A].

1.b. Compact induction. The compact induction of a smooth representation V
of a compact open subgroup U of G is the G-representation consisting of compactly
supported U -equivariant maps G → V 5. On the level of Hecke algebras compact
induction is induced by the inclusion H(U ;R) ⊆ H(G;R). This inclusion exists
for open subgroups U of G; locally constant functions on open subgroups can be
extended by zero. Smooth representations of a reductive p-adic group G are of-
ten studied through compact induction. For example, type theory, introduced by
Bushnell-Kutzko [17], aims at describing Bernstein blocks in the representation cat-
egory as modules over endomorphism rings of representations that are compactly
induced. Conjecturally, all irreducible cuspidal representations are induced from
compact modulo center open subgroups. See Fintzen [28] for recent far reaching
results concerning these conjectures.

2If G has non-trivial center, then one needs to consider open subgroups that are compact
modulo center. There are versions of our results in this situation as well, see Corollary 1.18.

3ϕ ∗ ϕ′(g) =
∫
G
ϕ(gx)ϕ′(x−1)dx.

4If µ an R-valued Haar measure and K is compact open in G, then µ
µ(K)

is Q-valued; the

choice of Haar measure changes the Hecke algebra only by canonical isomorphism.
5The formula for the G-action is (gf)(x) := f(xg) for f : G→ V , g ∈ G.
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Following Dat [20] we study the K-theory of Hecke algebras (equivalently, of
smooth representations) via compact induction. While this leads to less explicit
results about smooth representations, it allows for very general results. Ultimately
we will describe the K-theory of Hecke algebras of reductive p-adic groups in terms
of the K-theory of Hecke algebras of compact open subgroups. We hope that the
connection to the above mentioned conjectures can be explored in the future.

1.c. K0 of Hecke algebras. Let H(G;R) be the Hecke algebra of a td-group
G with coefficients in R. The projective class group K0(H(G;R)) is the abelian
group with a generator [P ] for each finitely generated projective H(G;R)-module
subject to the relation [P ⊕ P ′] = [P ]⊕ [P ′]. Compact induction preserves finitely
generated projective modules and induces a map on K0. Combining these maps for
all compact open subgroups of G we obtain

(1.1) colim
U∈SubCop(G)

K0(H(U ;R))→ K0(H(G;R))

where SubCop(G) is the following category. Objects are compact open subgroups
of G. Morphisms U → U ′ are equivalence classes of group homomorphisms of the
form x 7→ gxg−1 with g ∈ G. Two such group homomorphisms are identified if they
differ by an inner automorphism of U ′6. To study surjectivity the colimit in (1.1)
can of course be replaced with the sum of the groups K0(H(U ;R)). Dat [20] has
shown that (1.1) is rational surjective for G a reductive p-adic group and R = C. In
particular, the cokernel of (1.1) is a torsion group. Dat [21, Conj. 1.11] conjectured
that this cokernel is w̃G-torsion. Here w̃G is a certain multiple of the order of the
Weyl group of G. Dat proved this conjecture for G = GLn(F ) [21, Prop. 1.13] and
asked about integral surjectivity, see the comment following [21, Prop. 1.10]. The
following will be a consequence of our main result.

Corollary 1.2. Assume that G is a modulo a compact subgroup isomorphic to a
closed subgroup of a reductive p-adic group. Let R be a ring containing Q. Assume
that R is uniformly regular, i.e., R is noetherian and there is l such that every
R-module admits a projective resolution of length at most l. Then (1.1) is an
isomorphism.

This is a special case of Corollary 1.18 (ii), where we consider more general Hecke
algebras, allowing for twists by actions of G on R and central characters.

1.d. Resolutions of smooth representations. Let G be a reductive p-adic
group G. Bernstein [12] showed that the category of smooth complex represen-
tations is noetherian and has finite cohomological dimension. Consequently, any
finitely generated smooth complex representation has a finite resolution

(1.3) Pn → Pn−1 → · · · → P0 → V

where the Pi are finitely generated projective. A smooth G-representation is said
to be admissible, if for every compact open subgroup U of G the subspace V U

of U -fixed vectors is finite dimensional. It is called compactly induced, if it is for
some compact open subgroup U ⊆ G the compact induction of a finitely generated
projective U -representation.

Schneider and Stuhler [49] showed that for finitely generated admissible V the Pi
in the above resolution can be chosen to be finite direct sums of compactly induced
representations. From Corollary 1.2 we obtain a generalization to arbitrary finitely
generated V .

6In other words, morSubCop
(U, U ′) is the double coset U ′\{g ∈ G | gUg−1 ⊆ U ′}/CG(U) where

CG(U) is the centralizer of U in G.
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Corollary 1.4. Every finitely generated smooth complex representation V of G
admits a finite resolution (1.3) where the Pi are direct sums of compactly induced
representations.

Proof. Under the equivalence of categories between smooth representations and
(non-degenerated) Hecke modules the compactly induced representations corre-
spond to the modules in the image of the induction map

H(U ;C)-Mod→ H(G;C)-Mod, M 7→ H(G;C)⊗H(U ;C) M

for some compact open subgroup U ⊆ G. Let P be a finitely generated projective
H(G;C)-module. Corollary 1.2 implies that in K0 we have [P ] = [W ]− [W ′] where
both W and W ′ are sums of compactly induced modules. This means that there is
an isomorphism P⊕W⊕Q ∼=W ′⊕Q for some finitely generated projectiveH(G;C)-
module Q. As any finitely generated projective module is a direct summand of a
compactly induced modules,7 we can stabilize further and then absorb Q into W
andW ′, i.e., we obtain P⊕W ∼=W ′ withW andW ′ finite direct sums of compactly
induced modules.

We can applying this to the Pi in (1.3). Thus by adding appropriate elementary
chain complexes on compactly induced modules to (1.3) we obtain the desired
resolution of V . �

1.e. Smooth G-homology theories. The orbit category has as objects homoge-
neous G-sets G/V with V closed in G and as morphisms G-maps. The smooth
orbit category OrOp(G) is the full subcategory on all G/U with U open in G. Let
Spectra be the category of (not necessarily connective) spectra. Associated to a
covariant functor E : OrOp(G)→ Spectra there is a smooth G-homology theory

(1.5) HG
∗ (−;E)

such that HG
n (G/H ;E) = πn(E(G/H)) for n ∈ Z. Here a smooth G-homology

theory is to be understood in the obvious way: It digests (pairs of) smooth G-
CW -complexes, yields an abelian group Hn(X ;E) for every n ∈ Z, and satisfies
the expected axioms, namely, functoriality in G-maps, G-homotopy invariance, the
long exact sequence of a smooth G-CW -pair, and G-excision. All this is explained
in [22]. The point here is that smooth G-CW-complexes are contravariant free
C-CW-complexes in the sense of [22, Def. 3.2] for C = OrOp(G). See also the
discussions in [7, Sec. 2.C].

1.f. The K-theory spectrum of Hecke algebras. To generalize (1.1) to the
K-theory spectrum, we introduce some notation. A category with G-support is a
Z-linear category B together with maps suppG that associate to objects and mor-
phisms compact subsets of G subject to a natural list of axioms, see Definition 3.1.
Given a G-set X and such a B, we naturally obtain a Z-linear category B[X ], see
Definition 3.5. The key example associated to the Hecke algebra H(G;R) is the
category B(G;R), see Example 3.3. Its objects are compact open subgroups U ⊆ G.
Morphisms U → U ′ are elements f of H(G;R) satisfying f = eU ′feU , where eU
is the idempotent in H(G;R) associated to the compact open subgroup U . Here
suppG(f) = {g ∈ G | f(g) 6= 0}, which is automatically compact as f is compactly
supported and locally constant. We define

(1.6) KR : OrOp(G)→ Spectra, G/U 7→ K
(
B(G;R)[G/U ]

)
,

where K is the K-theory functor for Z-linear categories, see Subsection 2.d. The
homotopy groups of KR(G/U) are the K-groups of the Hecke algebra H(U ;R),

7If v1, . . . , vn generates P and U fixes the vi, then P is a direct summand ofH(G;C)⊗H(U ;C)C
n.
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see [7, (6.8)]. As discussed in Subsection 1.e we can apply [22] and obtain a smooth
G-homology theory HG

n (−;KR) with H
G
n (G/U ;KR) ∼= Kn(H(U ;R)).

Associated to the family Cop of compact open subgroups, there is a G-CW -
complex ECop(G) that is uniquely determined up to G-homotopy by the property
that all its isotropy groups belong to Cop and ECop(G)

H is weakly contractible for
H ∈ Cop. In particular ECop(G) is a proper smooth G-CW -complex. Every G-CW -
complex X , whose isotropy belongs to Cop, has up to G-homotopy precisely one
G-map to ECop(G), see [38, Subsec. 1.2]. Analogously one can define for the family
Com of all compact subgroups its classifying space ECom(G). It turns out that the
canonical G-map ECop(G)→ ECom(G) is a G-homotopy equivalence for a td-group
G, see [38, Lemma 3.5].

The projection ECop(G)→ G/G induces a map

(1.7) HG
n (ECop(G);KR)→ HG

n (G/G;KR) = Kn

(
H(G;R)

)
.

IfR is a regular ring containingQ, then there is an isomorphismHG
0 (ECop(G);KR) ∼=

colimU∈SubCop(G) K0(H(U ;R)). Using this isomorphism (1.1) can be identified
with (1.7) for n = 0, see [8, Thm 1.1 (iii))].

We note that if G is a reductive p-adic group, then we can take for ECop(G) the
extended Bruhat-Tits building associated to G [38, Thm. 4.13]8. The following will
be a consequence of our main result.

Corollary 1.8. Assume that G is a modulo a compact subgroup isomorphic to a
closed subgroup of a reductive p-adic group. Let R be a ring containing Q. Assume
that R is uniformly9 regular, i.e., R is noetherian and there is l such that every
R-module admits a projective resolution of length at most l. Then (1.7) is an
isomorphism.

This is a special case of Corollary 1.18 (i), where we consider more general
Hecke algebras, allowing for twists by actions of G on R and central characters.
Conjecture 1.8 was stated in [40, Conjecture 119 on page 773] for R = C.

1.g. Vanishing of negative K-theory. Bernstein’s results from [12] which we
briefly recalled in Subsection 1.d, also imply for a reductive p-adic group G that
Kn(H(G,C)) = 0 holds for n ≤ −1. Under the more general assumptions on G and
R from Corollary 1.8 we get Kn(H(G,R)) = 0 for n ≤ −1, see Corollary 1.18 (iii).

1.h. The Cop-Farrell–Jones Conjecture. To formulate our main result we gen-
eralize coefficients. For a category B with G-support we obtain

KB : OrOp(G)→ Spectra, G/U 7→ K
(
B[G/U ]

)
.

As discussed in Subsection 1.e we can apply [22] and obtain a smooth G-homology
theoryHG

n (−;KB). The projection ECop(G)→ G/G induces the Cop-assembly map

(1.9) HG
n (ECop(G);KB)→ HG

n (G/G;KB) = Kn(B).

We define Hecke categories with G-support in Definition 3.2. Essentially, these are
categories with G-support satisfying axioms that are modeled on B(G;R), i.e., on
Hecke algebras. In particular, B[G/U ] is then equivalent to the subcategory resUG B
of B on objects and morphisms with support in U .

Conjecture 1.10 (Cop-Farrell–Jones Conjecture). Let G be a td-group and let B
be a Hecke category with G-support. Assume that B satisfies (Reg) from Defini-
tion 3.11. Then (1.9) is an isomorphism for all n.

8More general, if G is a closed subgroup of a reductive p-adic group Ĝ, then we can use the

extended Bruhat-Tits building associated to Ĝ with the restricted action.
9It is plausible that the result is also true if R is only assumed to be regular, but our proof

certainly uses uniform regularity.
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The following is our main result.

Theorem 1.11. Conjecture 1.10 holds for reductive p-adic groups.

Theorem 1.11 is a direct consequence of the Cvcy-Farrell–Jones Conjecture 5.12
for reductive p-adic groups from Theorem 5.15 and the Reduction Theorem 14.1
that reduces the Cop-Farrell–Jones Conjecture 1.10 to the Cvcy-Farrell–Jones Con-
jecture 5.12. The proof of Theorem 1.11 seems not to simplify if we only consider
K0; it uses for example localization sequences that combine all Kn.

Remark 1.12. The proof of the Cvcy-Farrell–Jones Conjecture 5.12 for reductive
p-adic groups uses only their action on its extended Bruhat-Tits building.

LetM be a Coxeter matrix over a finite set I. Let C be a building of type M , in
the sense of [23, §3]. Its realization |C| is a CAT(0)-space, see [23, Thm. 11.1]. Let
G be a td-group with a cofinite smooth proper action on C. We obtain an induced
cocompact smooth proper isometric action on |C|. It seems to be reasonable to
expect that the Cvcy-Farrell–Jones Conjecture 5.12 (and therefore the Cop-Farrell–
Jones Conjecture 1.10) holds also in this situation. The only input to the proof
of the Cvcy-Farrell–Jones Conjecture 5.12 for reductive p-adic groups that does
not directly generalize to this situation is Theorem D.1. This result relies on a
technical assumption for the action of G on the flow space associated to |C|, this
is [6, Assumption 2.7]. Under this assumption the proof of the Cvcy-Farrell–Jones
Conjecture 5.12 (and therefore also of the Cop-Farrell–Jones Conjecture 1.10) for
reductive p-adic groups generalizes directly to G.

Remark 1.13 (Novikov Conjecture). The Novikov Conjecture about the homo-
topy invariance of higher signatures of closed oriented manifolds with fundamental
group Γ is equivalent to the rational injectivity of the L-theoretic assembly map
Hn(BΓ;LZ) → Ln(ZΓ). Bökstedt-Hsiang-Madsen [14] proved using cyclotomic
traces that the K-theoretic analogue Hn(BΓ;KZ)→ Kn(ZΓ) is rationally split in-
jective, if Γ satisfies some homological finiteness conditions, which are automatically
satisfied, provided that BΓ has a model of finite type. Mostad shows in his PhD-
thesis [44] using the descent method of Carlsson-Pedersen [18] that the assembly
map Hn(BΓ;KR) → Kn(RΓ) is split injective, if R is a ring and Γ is a torsion-
free cocompact discrete subgroup of SLn(Qp). Moreover, the descent method of
Carlsson-Pedersen [18] has been used to show the split injectivity of the assembly
map HΓ

n (EF in(Γ);KR) → Kn(RΓ) for a large class of groups and any ring R, see
for instance [32, 33, 47], and also [39, Section 15.6], whereas the rational injectivity
of the assembly map HΓ

n (EF in(Γ);KZ) → Kn(ZΓ) has been studied using cyclo-
tomic traces in [41]. It would be interesting to see whether the descent method of
Carlsson-Pedersen [18] leads to proofs of the split injectivity of the assembly (1.7)
for classes of td-groups.

Remark 1.14. The Baum–Connes Conjecture for reductive p-adic groups has been
proven by Lafforgue [37]. See also Baum–Higson–Plymen [11] for p-adic GLn. This
yields an Atiyah-Hirzebruch spectral sequence that computes the topological K-
theory of the reduced group C∗-algebra, compare Subsection 1.j below. We note
that the spectral sequence in this case is not a first quadrant spectral sequence
(because the negative topological K-theory does in general not vanish by Bott
periodicity). Hence for topological K-theory one does not get formulas such as (1.17)
or Corollary 1.2, where the relevant K0-group is expressed in terms of K0-group of
compact open subgroups.

1.i. Inheritance. An advantage of the generalization from B(G;R) to Hecke cat-
egories with G-support is the following result, proven in [7, Theorem 1.5].
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Theorem 1.15. If Conjecture 1.10 holds for a td-group G, then it also holds for
all td-groups G′ which are modulo a normal compact subgroup isomorph to a closed
subgroup of G.

Thus Conjecture 1.10 holds for groups that are modulo a normal compact sub-
group isomorphic to a closed subgroup of a reductive p-adic group. This applies in
particular to parabolic subgroups that appear for example in parabolic induction
and restriction.

1.j. The Atiyah-Hirzebruch spectral sequence. Given any smooth G-homo-
logy theory there is a (strongly convergent) equivariant Atiyah-Hirzebruch spectral
sequence, see [22, Thm 4.7 and Sec. 7] and [8, Thm 2.1]. For HG

n (−;KR) it takes
the form

(1.16) E2
p,q = BHG

p (X ;HG
q (G/−;KR)) =⇒ HG

p+q(X ;KR).

The E2-page is given by Borel homology. If R is regular and contains Q, then
the spectral sequence (1.16) is a first quadrant spectral sequence. In particular,
HG

0 (X ;KR) = BHG
0 (X ;HG

0 (G/−;KR)). Thus, if R is uniformly regular and if G
satisfies the Cop-Farrell–Jones conjecture, then we obtain

(1.17) K0(H(G;R)) = BHG
0 (ECop(G);H

G
0 (G/−;KR)).

This homology group can then be described as the cokernel of a map between sums
of K0 of Hecke algebras of compact open subgroups of G. For a non-Archimedian
local field F and G = SLn(F ), PGLn(F ) or GLn(F ) this is worked out in [8,
Section 6].

1.k. Central characters and actions on the coefficients. Consider an exact
sequence of td-groups 1→ N → G

p
−→ Q→ 1, a unital ring R with Q ⊆ R, a locally

constant group homomorphism ρ : Q→ aut(R) to the group of ring automorphisms
of R and a so called normal character ω : N → cent(R)×, which is a locally constant
group homomorphism to the multiplicative group of units of the center of R. We
assume that that N is locally central10 and that ω is G-conjugation invariant11.
For example, N could be a closed subgroup of the center of G. We also assume
that the Q-action on R fixes the image of ω. For example, Q could fix the center of
R. In this situation we obtain a Hecke algebra H(G;R, ρ, ω), see [5, Sec. 2.B]. Its
elements are locally constant functions s : G → R with support compact modulo
N satisfying s(ng) = ω(n) · s(g) for all n ∈ N and g ∈ G. In the special case
that ρ is trivial and ω : N → R× is a central character, i.e., N ⊆ G is central and
ω : N → cent(R)× is a locally constant homomorphism, this is the usual Hecke
algebra of G with coefficients in R associated to the central character ω.

Similar to B(G;R) we obtain a category B(G;R, ρ, ω), see [7, Section 6.C.]. The
support of elements of H(G;R, ρ, ω) in G is compact modulo N . Projecting we
obtain compact subsets of Q. In this way B(G;R, ρ, ω) can be viewed as a category
with Q-support and we obtain

KR,ρ,ω : OrOp(Q)→ Spectra, Q/U 7→ K
(
B(G;R, ρ, ω)[Q/U ]

)
.

For U open in Q the homotopy groups of KR,ρ,ω(Q/U) are the K-groups of the
Hecke algebra associated to p−1(U), i.e., of H(p−1(U);R, ρ, ω)12. We can again
apply [22], see Subsection 1.e, and obtain a smooth Q-homology theory HQ

n (-
−;KR,ρ,ω) with H

G
n (Q/U ;KR,ρ,ω) ∼= Kn(H(p−1(U);R, ρ, ω)).

10I.e., the centralizer of N in G is an open subgroup of G.
11I.e., ω(gng−1) = ω(n) for all g ∈ G, n ∈ N .
12Strictly speaking we should write H(p−1(U);R, ρp−1(U), ω).



8 BARTELS, A. AND LÜCK, W.

The formulation of the Cop-Farrell–Jones conjecture can be applied in this situ-
ation as well and we have the following corollary to Theorem 1.11.

Corollary 1.18. Assume that Q is a modulo a compact subgroup isomorphic to a
closed subgroup of a reductive p-adic group and that R is a uniformly regular ring
containing Q. Then

(i) The assembly map induced by the projection ECop(Q)→ Q/Q

HQ
n (ECop(Q);KR,ρ,ω)→ HQ

n (Q/Q;KR,ρ,ω) = Kn(H(G;R, ρ, ω))

is an isomorphism for all n;
(ii) The various inclusions U ⊆ Q induce an isomorphism

colim
U∈SubCop(Q)

K0(H(p
−1(U);R, ρ, ω))

∼=−→ K0(H(G;R, ρ, ω));

(iii) We have Kn(H(G;R, ρ, ω)) = 0 for n ≤ −1.

Proof. See [8, Theorem 1.1]. �

1.l. Homotopy colimits. We write OrCop(G) for the full subcategory of Or(G)
on the G/U with U compact open. The projections G/U → G/G for U compact
open in G induce a map

(1.19) hocolim
G/U∈OrCop(G)

KB(G/U)→ KB(G/G) ≃ K(B).

This map can be identified with the map HG(ECop(G);KB) → HG(G/G;KB),
see [22, Section 6]. Applying πn to (1.19) therefore recovers (1.9).

Often the homotopy colimit in (1.19) can be replaced with a homotopy colimit
over a smaller category than OrCop(G). Let X be a simplicial complex with a
smooth proper cellular simplicial action of G. Cellular means that, if g ∈ G sends
a simplex to itself, then g fixes the simplex pointwise. We also assume that X is a
model for ECop(G), i.e., for U ⊆ G compact open XU is contractible. For example,
if G is a p-adic group, then we can take for X (a subdivision of) the associated
extended Bruhat-Tits building.

Let C be a collection of simplices of X that contains at least one simplex from
each orbit of the action of G on the set of simplices of X . Define a category C(C)
as follows. Its objects are the simplices from C. A morphism gGσ : σ → τ is an
element gGσ ∈ G/Gσ satisfying gσ ⊆ τ , where we view a simplex of X as subspace
of X in the obvious way. The composite of gGσ : σ → τ with hGτ : τ → ρ is
hgGσ : σ → ρ. Define a functor ιC : C(C)op → OrCop(G) by sending an object σ to
G/Gσ and a morphism gGσ : σ → τ to G/Gτ → G/Gσ, g

′Gτ 7→ g′gGσ.

Lemma 1.20. The functor ιC : C(C)→ OrCop(G) is cofinal.

Proof. For C ⊆ C′ it is not difficult to check that the inclusion C(C) → C(C′) is
an equivalence. Thus we can assume that C contains exactly one simplex from
each orbit of the G-action. For G/U ∈ OrCop(G) the category G/U ↓ C can then be
identified with the poset of simplices in XU . By assumption XU is contractible. �

Lemma 1.20 in combination with the cofinality Lemma A.1 for homotopy colimits
imply that the canonical map

(1.21) hocolim
c∈C(C)

KB(G/Gc)
∼
−→ hocolim

G/U∈OrCop(G)
KB(G/U)

is an equivalence.
If X admits a strict fundamental domain X0, i.e., a subcomplex X0 that contains

exactly one simplex from each orbit for the G-action on the set of simplices of X ,
then we can take for C the simplices from X0. In this case C(C) can be identified
with the poset (viewed as a category) simp(X0) of simplices of X0. If B is a Hecke
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category with G-support, then the inclusions resGσ

G B → B[G/Gσ] are equivalences
and induce an equivalence between KB ◦ ιC and

simp(X0)→ Spectra, σ 7→ K
(
resGσ

G B
)
.

Thus, in this situation, (1.21) can be simplified further and (1.19) can be identified
with the canonical map

(1.22) hocolim
σ∈simp(X0)

K
(
resGσ

G B
)
→ K(B).

By Theorem 1.11, this map is an equivalence, if G is a reductive p-adic group and
B satisfies (Reg) from Definition 3.11. In particular, for R uniformly regular with
Q ⊆ R, the canonical map

(1.23) hocolim
σ∈simp(X0)

K
(
H(Gσ;R)

)
→ K

(
H(G;R)

)

is an equivalence, see Corollary 1.8.

Example 1.24 (SLn(F )). Let R be a uniformly regular ring containing Q. Any
chamber of the Bruhat-Tits building for SLn(F ) is a strict fundamental domain
and we obtain a homotopy pushout diagram from (1.23). We will illustrate this for
n = 2, 3. Let v : F → Z ∪ {∞} the valuation of F . Let O = {v ≥ 0} be the ring of
integers in F . Choose µ ∈ O with v(µ) = 1. Put

h :=




1
. . .

1
µ


 ∈ GLn(F ).

For n = 2 the homotopy pushout diagram is

K(H(I;R)) //

��

K(H(U1;R))

��

K(H(U0;R)) // K(H(SL2(F );R)).

Here U0 = SL2(O), U1 = hU0h
−1, and I = U0 ∩ U1 is the Iwahori subgroup. For

the K-groups this yields a Mayer-Vietoris sequence, infinite to the left,

· · · → Kn(H(I;R))→ Kn(H(U1;R))⊕Kn(H(U0;R))→ Kn(H(SL2(F );R))

→ Kn−1(H(I;R))→ Kn−1(H(U1;R))⊕Kn−1(H(U0;R))→ · · ·

· · · → K0(H(I;R))→ K0(H(U1;R))⊕K0(H(U0;R))→ K0(H(SL2(F );R))→ 0,

and Kn(H(SL2(F );R)) = 0 for n ≤ −1.
For n = 3 we obtain the homotopy pushout diagram

K(H(U12;R)) //

��

K(H(U2;R))

��

K(H(I;R))

44❤❤❤❤❤❤
//

��

K(H(U02;R))

33❣❣❣❣❣❣❣

��

K(H(U1;R)) //K(H(SL3(F );R))

K(H(U01;R)) //

44❤❤❤❤❤❤

K(H(U0;R))

33❣❣❣❣❣❣❣

where U0 = SL2(O), U1 = h SL2(O)h−1, U2 = h2 SL2(O)h−2, Uij = Ui ∩ Uj and
I = U0 ∩ U1 ∩ U2 is the Iwahori subgroup.

In general, for SLn(F ) we obtain a homotopy pushout diagram whose shape is
an n-cube.
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1.m. Comparison with the discrete case. Let Γ be a discrete group. Let F in
be the collection of finite groups of Γ and Vcyc be the collection of the virtually
cyclic subgroups of Γ13. We write OrF in(Γ) and OrVcyc(Γ) for the corresponding
subcategories of the orbit category Or(Γ) of Γ. For a ring R there is a functor
Or(Γ) → Spectra whose value on Γ/H is equivalent to the K-theory spectrum of
R[H ], see [22, Sec. 2]. To distinguish it from (1.6) we will denote it here as Kdis

R .
We obtain a commutative diagram

(1.25) hocolim
Γ/F∈OrFin(Γ)

Kdis
R (Γ/F )

αdis
Fin

//

αdis
rel

&&◆
◆◆

◆◆
◆◆

◆◆
◆◆

Kdis
R (Γ/Γ) ≃ K(R[Γ])

hocolim
Γ/V ∈OrVcyc(Γ)

Kdis
R (Γ/V ) .

αdis
Vcyc

88qqqqqqqqqqqqq

The map αdis
F in is the analog of (1.9) in the formulation (1.19). The (K-theoretic)

Farrell–Jones Conjecture for discrete groups asserts that αdis
Vcyc is an equivalence. If

R is regular and contains Q, then the relative assembly map αdis
rel is an equivalence

(for all Γ), see [40, Prop. 2.14]. Therefore, for such R, αdis
F in is an equivalence if

and only if αdis
Vcyc is an equivalence. The Farrell–Jones Conjecture holds for a large

class of groups, including all groups Γ that admit a cocompact isometric action
on a finite-dimensional CAT(0)-space X , see [2, Thm. B] and [53, Thm. 1.1]. The
proof uses geodesic flows as pioneered by Farrell and Jones, e.g. [26, 27]. Here
virtually cyclic subgroups appear as follows. For a bi-infinite geodesic c : R → X
let Vc be the subgroup of Γ consisting of all g ∈ Γ for which there is tg ∈ R such
that gc(t) = c(t+ tg) for all t. This is a virtually cyclic subgroup. More precisely,
the homomorphism Vc → R, g 7→ tg has discrete and therefore infinite cyclic or
trivial image. The kernel of this homomorphism is finite as the action of Γ on X is
proper. Thus Vc is either finite or admits a surjection onto Z with finite kernel.

To prove Theorem 1.11 we will use the action of a reductive p-adic group G on
its associated extended Bruhat-Tits building X . The building X is a CAT(0)-space
and our general strategy is to apply the geodesic flow method and argue along a
variation of the diagram (1.25). For bi-infinite geodesics c : : R→ X we obtain the
subgroups Vc of G as above. The Vc are now either compact (as pointwise stabilizers
of bi-infinite geodesics) or admit a surjection onto Z with compact kernel.

Definition 1.26. For a td-group G we write Cvcy for the family of all closed
subgroups V that are either compact or admit a surjection onto the infinite cyclic
group with compact kernel14. We write OrCvcy(G) for the full subcategory of Or(G)
on all G/V with V ∈ Cvcy.

Our general strategy will be to replace Γ with G, F in with Cop, and Vcyc with
Cvcy in (1.25). However, two problems arise because the V ∈ Cvcy are in general
not open in G. The first problem is that, if V not open in G, then H(V ;R) is
not a subalgebra of H(G;R); extending by zero does not produce locally compact
functions onG from locally constant functions on V . Thus there is no induction map
from K(H(V ;R)) to K(H(G;R)) and it is not clear how KR can be extended from
OrCop(G) to OrCvcy(G). The second problem is less clear at this point, but it comes
from the fact that (unlike the discrete case) a product of orbits G/V ×G/V ′ cannot

13Alternatively one can work with the family of subgroups that are finite or admit a surjection
onto Z with finite kernel.

14As Z is discrete the kernel is automatically open in V .
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be written as a coproducts of orbits15. For this reason orbits are not necessarily
the correct building blocks for topological groups and we will work with a category
of formal products of orbits instead of the orbit category. As an added bonus this
will allow us to disregard many morphisms in Or(G) and we arrive at the category
PAll(G), see Subsection 3.d. A technical point is that G/G is no longer terminal in
PAll(G), but this can be remedied by allowing the empty product ∗ and we obtain
the category P+All(G) as our replacement for Or(G). For a family16 F of closed
subgroups of G we obtain the subcategory PF(G) of P+All(G) on all (non-empty)
formal products of the form G/F1 × · · · × G/Fn with Fi ∈ F . We will construct
a functor P+All(G) → Spectra, P 7→ K(CG(P )) in Subsection 5.e17. On orbits
G/U with U open in G, the K-theory of CG(P ) will (up to a degree shift) be the
K-theory of H(G;R), compare Proposition 5.16. Our replacement for (1.25) is then

(1.27) hocolim
P∈PCop(G)

K(CG(P ))
αCop

//

αrel

%%
▲▲

▲▲
▲▲

▲▲
▲▲

K(CG(∗)) ≃ ΣK(H(G,R))

hocolim
P∈PCvcy(G)

K(CG(P )) .

αCvcy

77♦♦♦♦♦♦♦♦♦♦♦♦♦♦

It is not difficult to identify αCop with (1.19), compare Proposition 3.13. Thus the
task is to show that αCvcy and αrel are equivalences. For αCvcy this means that
G satisfies the Cvcy-Farrell–Jones Conjecture 5.12, see Theorem 5.15. As in the
discrete case Theorem 5.15 does not depend on any assumptions on the coefficients
(here R). For αrel it is the content of the Reduction Theorem 14.1; this depends
on a regularity assumptions for the coefficients (here R).

The functor P+All(G) → Spectra, P 7→ K(CG(P )) is not determined by its re-
striction to P+Op(G). There are many variations of the category CG(P ) such that
the K-theory is unchanged for P ∈ P+Op(G). The specific choices from Subsec-
tion 5.e may seem overly complicated at first, but are made in order for the proof
of Theorem 5.15 to work. For example, the foliated distance from Subsections 5.c
and 5.d is modeled on foliated distance on flow spaces, see Subsection D.ii. This
in turn makes the proof of the reduction theorem more complicated than its dis-
crete counterpart. In fact, we only know that αrel is an equivalence under the
assumption that αCvcy is an equivalence. The reason is that we are not able to
prove the reduction theorem directly for our functor P 7→ K(CG(P )), but only

for a variation P 7→ K(ĈG(P )) thereof, see Subsection 14.b. There is a map

K(CG(P )) → K(ĈG(P )) and, under the assumption that αCvcy is an equivalence,
a simple diagram chase proves then the reduction theorem for K(CG(P )).

While the construction of CG(P ) is in many ways the key ingredient to the proof
of Theorem 1.11, a better understanding of it would still be desirable. The value
of the functor P+All(G) → Spectra, P 7→ K(CG(P )) does not only depend on the
groups Hi occurring in P = (G/H1, . . . , G/Hn) but also on how Hi sits in G unless
eachHi is open. This is illustrated in Remark 14.18. For discrete groups the Farrell–
Jones Conjecture (with appropriate coefficients) passes to subgroups. Similarly,
the Cop-Farrell-Jones Conjecture 1.10 passes to closed subgroups. It is natural to
expect the same for the Cvcy-Farrell-Jones Conjecture 5.12, but this remains open

15The precise place where this comes up is Theorem D.3. Locally there are maps on the flow
space of the form U → G/V , but if one patches them together over the flow space one ends up
with maps to products of orbits.

16A family of closed subgroups is always assumed to be closed under conjugation and taking

finite intersections.
17There is a functor for each category with G-support B. To simplify the discussion here we

tacitly assume B = B(G;R) for a ring R containing Q.
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and seems to require a better understanding of CG(P ). This would imply the (K-
theoretic) Farrell–Jones Conjecture for all discrete subgroups of reductive p-adic
groups, because the Cvcy-Farrell–Jones Conjecture 5.12 reduces for discrete groups
to the original K-theoretic Farrell–Jones Conjecture, see Remark 5.14.

1.n. Open problems. There is an interesting instance where the Cvcy-Farrell–
Jones Conjecture 5.12 applies, but we do not know to what extend the Cop-Farrell–
Jones Conjecture 1.10 applies. This arises as follows. Let G be a reductive p-adic
group and R be a ring containing 1/p. In this case G admits a pro-p-group U0

as a compact open subgroup U0. There is still a Hecke algebra H(G;R), see for
example [52, Sec.I.3], which can be used to define a variant B′(G;R) of B(G;R),
see Example 3.4. Now Theorem 5.15 applies and we obtain a homotopy colimit
description of the K-theory of H(G;R) from (5.11). In general18, for example if
R = Z[1/p], we do not expect that B′(G;R) satisfies (Reg) from Definition 3.11.
In particular, we do not expect that (1.7) is an isomorphism in this situation.
Nevertheless, it seems interesting to evaluate this homotopy colimit from (5.11) in
this situation further. For example, it is conceivable that (1.7) is an isomorphism
modulo p-torsion.

For a reductive p-adic group G Bernstein decomposed the category of finitely
generated non-degenerated H(G;C)-modules as a direct sum of subcategories, now
called Bernstein blocks, see [13, 12]. In particular, there is a corresponding direct
sum decomposition ofKn(H(G;C)). By Corollary 1.8 there must then exist a corre-
sponding decomposition of HG

n (ECop(G);KC). It seems interesting to give a direct
description of the summands in HG

n (ECop(G);KC) corresponding to the Bernstein
blocks in Kn(H(G;C)). Let G = GLn(F ) and let I be the Iwahori subgroup. The
Iwahori-Hecke algebra H(G, I) is the (unital) subalgebra of I-bi-invariant functions
ofH(G;C). The Iwahori block in the category of finitely generated non-degenerated
H(G;C)-modules can be identified with the category of finitely generated H(G, I)-
modules. Even for this block it is not quite clear what the correct analog of the
assembly map (1.7) should be.

1.o. Overview. Section 2 fixes some conventions and notations.
Section 3 contains the details of the formulation of the Cop-Farrell–Jones Con-

jecture and a reformulation using products of orbits as building blocks.
Controlled algebra is a key tool for proofs of the Farrell–Jones Conjecture for

discrete groups sets up a variant of this theory also suitable for td-groups. In the
usual theory controlled objects over a space X have as support a subset of X , while
morphisms have as support subsets of X ×X . In our version of the theory objects
also have a support in X × X19. One can think of the controlled categories, that
we introduce in Section 4, as generalizations of Hecke algebras. Thus it is quite
natural that these categories also come with a notion of support in G.

Section 5 contains the formulation of the Cvcy-Farrell–Jones Conjecture. Central
is the construction of the categories CG(P ) already discussed in Subsection 1.m.
Their construction uses the language of controlled algebra. (This in contrast to
the discrete case, where controlled algebra only enters proofs of the Farrell–Jones
Conjecture but not its formulation.)

Section 6 contains the formal framework of the proof of the Cvcy-Farrell–Jones
Conjecture of reductive p-adic groups. This framework is formally different from

18If [U : U0] is invertible for all compact open subgroups U of G containing the pro-p-group
U0, then we expect that B′(G;R) satisfies (Reg) from Definition 3.11. Thus, under this addi-
tional assumption the Reduction Theorem 14.1 should apply and lead for example to a version of
Corollary 1.8 for the K-theory of H(G;R).

19If one thinks of objects as idempotents this is quite natural.
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the one used for example in [2] for discrete groups, but also centers around a G-
homology theory (here DG) and a transfer map, see Theorem 6.7. For technical
reasons we also introduce a variant D0

G of DG. The domain of the G-homology
theory DG is a category R of combinatorial G-space, whose building blocks are
products of orbits and simplices. This category contains an analog JCvcy(G) of
the numerable classifying space for Cvcy. The transfer map realizes the functor
P+All(G) → Spectra, P 7→ K(CG(P )) as a retract of P 7→ DG(JCvcy(G) × P )

20.
This allows then the application of excision and homotopy invariance results of DG

in the variable JCvcy(G).
Section 7 contains the construction of the functors DG and D0

G as the K-theory
of certain categories. These categories are constructed using controlled algebra.
Their construction builds on that of CG(P ) by adding a second control direction
for what is called an ǫ-control condition. The precise formulation is tailored in
order for DG and D0

G to satisfy the properties formulated in Section 6. With the
exception of the transfer these properties are then verified in Section 8, following
similar results in the discrete case.

The construction of the transfer is outlined in Section 9 and carried out in
Sections 10, 11, 12 and 13. This depends on the construction of certain almost
equivariant maps from the building X to a space |JCvcy(G)|∧ associated to JCvcy(G).
This is the point where the dynamics of the geodesic flow on a flow space associated
to X is exploited. The details of this construction is outsourced to [6], but we give
an overview in Appendix D.

Section 14 contains the proof of the reduction theorem. The difficulty here is that
it is not clear that the regularity of the coefficients induces a regularity property
for CG(P ). Roughly, the controlled algebra nature of CG(P ) makes it too big
to satisfy a regularity property. In a number of steps we reduce the problem to
certain categories associated to infinite product categories (the limit category from
Subsection 14.g) and use a K-theory computation from [4].

Appendix A reviews some results on homotopy colimits that are used throughout
the paper. Appendix B reviews K-theory for dg-categories. This formalism is
applied in Appendix C to homotopy coherent functors and ultimately used in the
construction of the transfer in Section 11.
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2. Preliminaries

2.a. Convention on units. Categories and rings will always be assumed to be
unital, unless we explicitly allow non-unital categories or rings. Of course, Hecke
algebras are typically not unital.

2.b. Formally adding finite sums. For a Z-linear category A we obtain an ad-
ditive category A⊕ by formally adding finite sums. A concrete model for A⊕

has as objects finite sequences (A1, . . . , An) of objects in A and as morphisms

ϕ : (A1, . . . , An) → (A′
1, . . . , A

′
n′) matrices ϕ = (ϕi

′

i : Ai → A′
i′)i,i′ of morphisms in

A, see for example [22, p.214].

2.c. Idempotent completion. The idempotent completion IdemA of a category
A has as objects pairs (A, p), where p is an idempotent on A in A. Morphisms
ϕ : (A, p) → (A′, p′) are morphisms in A satisfying ϕ = p′ ◦ ϕ ◦ p. For a category
without units the idempotent completion makes still sense and produces a category
with units: id(A,p) = p.

2.d. K-theory. A construction of the non-connective K-theory spectrum K∞(A)
of a unital additive category A can be found for instance in [42] or [45]. The K-
theory of a Z-linear category A is defined as the K-theory of the additive category
A⊕. The canonical embedding A → IdemA induces an equivalence in K-theory,
see for instance [4, Lemma 3.3 (ii)].

A key tool for us will be a fiber sequence in K-theory that goes back to Karoubi [31]
and Carlsson-Pedersen [18]. To state it we need a definition.

Definition 2.1. Let U be a full additive subcategory of an additive category A.

(2.1a) The quotient category A/U has the same objects as A. Morphisms in A/U
are equivalence classes of morphisms in A, where morphisms from A are
identified in A/U whenever their difference factors over an object from U .

(2.1b) We say that A is U-filtered if the following condition is satisfied. Let A ∈ A,

U−, U+ ∈ U and let U−
ϕ−
−−→ A

ϕ+
−−→ U+ be morphisms in A. We require

that there is a direct summand U of A with U ∈ U such that ϕ− and ϕ+

factor over U , i.e., if we write p : A → A for the projection associated to
the direct summand U , then ϕ− = p ◦ ϕ− and ϕ+ = ϕ+ ◦ p.

Definition 2.1 is originally due to Karoubi [31]. In (2.1b) we used Kasprowski’s
reformulation [32, Def. 5.4, Rem. 5.7 (1)].

Theorem 2.2 (Karoubi sequence). Let U be a Karoubi filtration of A. Write
i : U → A and p : A → A/U for the associated inclusion and projection. Then

K(U)
i∗−→ K(A)

p∗
−→ K(A/U)
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is a fibration sequence of spectra21.

Proof. This is [18, Thm. 1.28]. �

2.e. Small compact open subgroups.

Lemma 2.3. Let G be a td-group, K be a compact subgroup of G, and W be an
open neighborhood of K in G. Then there exists a compact open subgroup U with
K ⊆ U ⊆W .

Proof. For each k there is an open subgroup Vk with kVk ⊆ W . As K is compact
there is S ⊂ K finite with K ⊆

⋃
s∈S sVs. Then V :=

⋂
s∈S Vs is a compact open

subgroup for which kV ⊆ W for all k ∈ K. As K ∩ V has finite index in K,
N :=

⋂
g∈K gV g

−1 is still compact open. Now K normalizes N and so U := KN
is a compact open subgroup containing K. Also U = KN ⊆ KV ⊆W . �

3. The Cop-Farrell–Jones Conjecture

3.a. Categories with G-support.

Definition 3.1. Let G be a td-group. A category with G-support is a Z-linear
category B together with a map that assigns to every morphism ϕ in B a compact
subset suppϕ of G. We require the following

(3.1a) suppϕ = ∅ ⇐⇒ ϕ = 0;

(3.1b) supp(ϕ′ ◦ ϕ) ⊆ suppG ϕ
′ · suppG ϕ;

(3.1c) supp(ϕ+ ϕ′) ⊆ suppϕ ∪ suppϕ′, supp(−ϕ) = suppϕ.

We abbreviate suppB := supp idB.

Definition 3.2. A Hecke category with G-support is a category B with G-support
such that the following holds.

(3.2a) Subgroups
suppB is a compact subgroup of G for all objects B. For morphisms
ϕ : B → B′ we have suppϕ = suppB′ · suppϕ · suppB′. Moreover, the
sets suppB′\ suppϕ and suppϕ/ suppB are both finite;

(3.2b) Translations

For every B ∈ B and g ∈ G there is an isomorphism ϕ : B
∼=
−→ B′ satisfying

suppB′ = g suppBg−1, suppϕ = g suppB, and suppϕ−1 = g suppB;

(3.2c) Morphism additivity
Let ϕ : B → B′ be a morphism. Suppose suppϕ = L1 ⊔ L2 is a disjoint
union, where supp(B′) · Li · supp(B) = Li. We require the existence of
morphisms ϕi : B → B′ for i = 1, 2 satisfying ϕ = ϕ1+ϕ2 and suppϕi = Li
for i = 1, 2;

(3.2d) Support cofinality
For every object B ∈ B and every subgroup L of finite index in suppB
there are morphisms

B
iB,L

−−−→ B|L
rB,L

−−−→ B

such that suppB|L = L, supp iB,L = supp rB,L = suppB and rB,L ◦ iB,L =
idB . Moreover, for L′ a subgroup of finite index in L we require B|L′ =
(B|L)|L′ , iB,L′ = iB|L,L′ ◦ iB,L and rB,L′ = rB,L ◦ rB|L,L′ .

We note that (3.2d) means that B is equipped with a choice of B|L, iB,L, rB,L
for all B and L.

21The precise statement is as follows. The composition p∗ ◦ i0 has a canonical null homotopy
as all objects in U are isomorphic to 0 in A/U . The induced map from K(U) to the homotopy
fiber of p∗ is an equivalence.
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Example 3.3. Let R be a ring containing Q and G be a td-group. Consider the
Hecke algebra H(G;R) associated to a Q-valued (left-invariant) Haar measure µ
on G. Associated to H(G;R) is the category with G-supports B(G;R). Objects of
B(G;R) are compact open subgroups of G. Morphisms ϕ : U → U ′ are elements of
H(G;R) satisfying

ϕ(u′gu) = ϕ(g) for all u′ ∈ U ′, u ∈ U .

The support of ϕ is suppϕ = {g ∈ G | ϕ(g) 6= 0}22. The identity of U is the
idempotent χU

µ(U) ∈ H(G;R) where χU is the characteristic function of U . The cat-

egory Idem(B(G;R)⊕) is equivalent to the category of finitely generated projective
H(G;R)-modules, compare [7, Lem. 6.6] In particular KB(G;R) ≃ KH(G;R).

It is not difficult to check that B(G;R) is a Hecke category with G-support. The
subgroup property and morphism additivity are clear from the definitions. For U
compact open in G and g ∈ G we have an isomorphism

χgU

µ(gU) : U → gUg−1 in

B(G;R); its inverse is
χUg−1

µ(Ug−1) . This proves the translation property. For support

cofinality we can set U |L := L, iU,L = rU,L := χU

µ(U) . For more details see [7,

Sec. 6.C], where also more general Hecke algebras are discussed.

Example 3.4. Let R be a ring and G be a td-group. Assume that G has at least
one compact open subgroup U with the property23 that

(3.4a) for all open subgroups V of U the index [U : V ] is invertible in R.

We can fix one such group U0. If one normalizes a (left-invariant) Haar measure
µ such that µ(U0) = 1, then µ it takes values in Z[1/n | 1/n is invertible in R]
and one obtains a Hecke algebra H(G;R). In this situation we obtain a variant
B′(G;R) of the category from Example 3.3. Its objects are compact open subgroups
satisfying (3.4a). Morphisms U → U ′ are elements of H(G;R) satisfying

ϕ(u′gu) = ϕ(g) for all u′ ∈ U ′, u ∈ U

as before. The point is that for such subgroups the measures µ(gU), µ(Ug) are
invertible in R for all g ∈ G24. Thus formulas from Example 3.3 still work and
B′(G;R) is a Hecke category with G-support.

Definition 3.5 (The category B[X ]). Given a category B with G-support and a
smooth G-set X we define the category B[X ] as follows. Objects are pairs (B, x)
with B ∈ B and x ∈ X . A morphism (B, x) → (B′, x′) is a morphism ϕ : B → B′

in B such that suppϕ ⊆ Gx,x′ = {g ∈ G | gx = x′}.

The construction of B[X ] is natural in X and compatible with disjoint union,
i.e., if X =

∐
i∈I Xi as G-sets, then the canonical functor

(3.6)
∐

i∈I

B[Xi]
∼
−→ B[X ]

is an equivalence of Z-linear categories. This reduces the computation of B[X ] to
the case of orbits G/U . Here U is open in G, since we are only allowing smooth
G-sets. We write B|U for the subcategory on objects and morphisms with support
in U . If B is a Hecke category with G-support then, using (3.2b), there is an
equivalence of Z-linear categories

(3.7) B|U → B[G/U ],

see [7, Lem. 5.5].

22As ϕ is locally constant and compactly supported this is a compact subset of G.
23Such a subgroup exists for example if G is reductive p-adic and 1/p ∈ R, see [43, Lemma 1.1].
24Indeed µ(gU) = µ(U) = [U : U ∩U0] ·µ(U ∩U0) = [U : U ∩U0] · [U0 : U ∩U0]−1 and µ(Ug) =

µ(g−1Ug) = [g−1Ug : g−1Ug ∩ U0] · µ(g−1Ug ∩ U0) = [U : U ∩ gU0g−1] · [U0 : g−1Ug ∩ U0]−1.
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Definition 3.8 (Cop-assembly map). Let G be a td-group and B be a category
with G-support. The projections G/U → G/G induce a map

(3.9) hocolim
G/U∈OrCop(G)

K
(
B[G/U ]

)
→ K

(
B[G/G]

)
≃ KB.

We call this the Cop-assembly map for B.

Remark 3.10. The notion of categories with G-support is very general and al-
lows also for pathological examples. For this reason it is not sensible to conjecture
that (3.9) is in general an equivalence. However, a significant part of our consider-
ations work in the generality of categories with G-support.

3.b. l-uniformly regular coherence and exactness. Let A be an additive cate-
gory. The Yoneda embedding A 7→ morA(−, A) embeds A into the abelian category
of ZA-modules, i.e., the category of Z-linear covariant functors from A to Z-Mod.
The ZA-modules in the image of this functor are called finitely generate free. A
ZA-module is finitely presented if it is the cokernel of a map between finitely gen-
erated free modules. The additive category A is said to be regular coherent if any
finitely presented ZA-module has a finite resolution by finitely generated projective
ZA-modules25. It is l-uniformly regular coherent if in addition the resolution can
be chosen to be of length at most l.

A sequence A → A′ → A′′ in A is exact at A′, if its image is exact at morA(-
−, A′) in ZA-modules. A functor F : A → B of additive categories is exact, if it
sends sequences that are exact at A′ to a sequence that is exact at F (A′). For a
more detailed discussion see [4, Sec. 6].

3.c. Formulation of the Cop-Farrell–Jones Conjecture.

Definition 3.11 (Reg). A Hecke category with G-support is said to satisfy condi-
tion (Reg) if for every natural number d there is a natural number l(d) such that
for every compact open subgroup U ⊆ G the additive category B[G/U ]⊕[Z

d] is
l(d)-uniformly regular coherent.

Conjecture 3.12 (Cop-Farrell–Jones Conjecture). Let G be a td-group and B be
a Hecke category with G-support satisfying (Reg) from Definition 3.11. Then the
Cop-assembly map (3.9) for B is an equivalence.

As discussed in Subsection 1.l the Cop-assembly map (3.9) for B after applying
πn can be identified with (1.9). Thus Conjecture 3.12 is just a restatement of
Conjecture 1.10 from the introduction.

3.d. Product categories. We digress briefly to introduce some notation for for-
mal products, that will be useful later on. Let C be a category. We define the
category P+C as follows. Objects of P+C are n-tuples of objects of C, (C1, . . . , Cn).
Here n = 0 is allowed; the empty tuple is the unique 0-tuple and will be written as
∗ ∈ P+C. Morphisms f : (C1, . . . , Cn) → (C′

1, . . . , C
′
n′) are pairs f = (u, ϕ), where

u : {1, . . . , n′} → {1, . . . , n} and ϕ : {1, . . . , n′} → morC are maps such that for each
i′ ∈ {1, . . . , n′} the morphism ϕ(i′) in C is of the shape ϕ(i′) : Cu(i′) → C′

i′ . The
composition of

(C1, . . . , Cn)
(u,ϕ)
−−−→ (C′

1, . . . , C
′
n′)

(u′,ϕ′)
−−−−→ (C′′

1 , . . . , C
′′
n′′)

is
(
u ◦ u′, i′′ 7→ ϕ′(i′′) ◦ ϕ(u′(i′′))

)
.

As there is a unique map from the empty set to any other set, the empty tuple
∗ is a terminal object in P+C. For objects P = (C1, . . . , Cn), P

′ = (C′
1, . . . , Cn′)

their product is given by P × P ′ = (C1, . . . , Cn, C
′
1, . . . , C

′
n′). For example the

25These are exactly the direct summands of finitely generated free ZA-modules.
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projection P × P ′ → P ′ is given by (u, ϕ) with u(i) = i + n and ϕ(i′) = idC′
i′
for

i′ = 1, . . . , n′. We write PC for the full subcategory of P+C obtained by removing
the empty product ∗.

One advantage of the product category in connection with homotopy colimits is
that it often allows us to disregard all non-identity morphism in OrF(G). We write
F(G) for the subcategory of OrF (G) that contains all objects, but only identity
morphisms; for the corresponding subcategory of Or(G) containing all G/H with H
a closed subgroup we write All(G). Passing to product categories we obtain P+F(G)
and PF(G). Thus a morphism u : (G/H1, . . . , G/Hn) → (G/H ′

1, . . . , G/H
′
n′) in

P+All(G) is a function u : {1, 2, . . . , n′} → {1, 2, . . . , n} satisfying Hu(i) = H ′
i for all

i.

3.e. A reformulation of the Cop-Farrell–Jones Conjecture. Let G be a td-
group and B be a category with G-support. In the following we write

B[P ] := B[G/U1 × · · · ×G/Un]

for P = (G/U1, . . . , G/Un) ∈ POrOp(G). We note that B[∗] and B[(G/G, . . . , G/G)]
are both just (the Z-linear category underlying) B. In terms of the notation intro-
duced later B[P ] = B[|P |].

Proposition 3.13. For a family U of open subgroups the canonical maps induced
by the canoncial inclusions OrU (G)→ POrU (G) and PU(G)→ POrU (G)

hocolim
G/U∈OrU (G)

K
(
B[G/U ]

)

∼

α1

##
❍❍

❍❍
❍❍

❍❍
❍

hocolim
P∈PU(G)

K
(
B[P ]

)

∼

α2

~~⑥⑥
⑥⑥
⑥⑥
⑥⑥

hocolim
P∈POrU (G)

K
(
B[P ]

)

are equivalences.

Proof. To show that α1 is an equivalence we will use the transitivity Lemma A.2 for
homotopy colimits. It thus suffices to show that for any P = (G/U1, . . . , G/Un) ∈
POrU(G) the canonical map

(3.14) hocolim
(G/U,f)∈OrU (G)↓P

K
(
B[G/U ]

) ∼
−→ K

(
B[P ]

)

is an equivalence. As the Ui are open we have G/U1 × · · · × G/Un =
∐
j∈J G/Wj

with Wj ∈ U . Then OrU (G) ↓ P ≃
∐
j

(
OrU (G) ↓ G/Wj

)
and that idG/Wj

is a

terminal object of OrU(G) ↓ G/Wj . Together with the compatibility of B[−] with
coproducts (3.6) this implies that (3.14) is an equivalence.

Lemma A.6 implies directly that α2 is an equivalence. �

Nowwe can reformulate Conjecture 3.12 by precomposing the assembly map (3.9)
with α−1

1 or α−1
1 ◦α2, thus changing the source hocolimG/U∈OrCop(G)K

(
B[G/U ]

)
of

the assembly map (3.9) to hocolimP∈POrU (G) K
(
B[P ]

)
or hocolimP∈PU(G) K

(
B[P ]

)
.

4. Controlled algebra

4.a. The category BG(X). Let X be a set. In the following we will often write
2-tupels in X as

(
x′

x

)
.

Definition 4.1. Let X be a G-set and B be a category with G-support. We define
the category BG(X) as follows. Objects are triples B = (S, π,B) where

(4.1a) S is a set,

(4.1b) π : S → X is a map,
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(4.1c) B : S → obB is a map.

MorphismsB = (S, π,B)→ B′ = (S′, π′, B′) in BG(X) are matrices ϕ = (ϕs
′

s : B(s)→
B′(s′))s∈S,s′∈S′ of morphisms in B. Morphisms are required to be column finite:

for each s ∈ S there are only finitely many s′ ∈ S′ with ϕs
′

s 6= 0. Composition is
matrix multiplication (using composition in B)

(ϕ′ ◦ ϕ)s
′′

s :=
∑

s′

ϕ′s
′′

s′ ◦ ϕ
s′

s .

The formula for the identity idB of B = (S, π,B) ∈ BG(X) is

(idB)
s′

s =

{
idB(s) s = s′

0 else.

Definition 4.2 (Support and finiteness for BG(X)). The support of an object
B = (S, π,B) in B(X) is defined to be

supp1 B := π(S) ⊆ X.

The support of a morphism ϕ : (S, π,B)→ (S′, π′, B′) in BG(X) is

supp2 ϕ :=
{(

π′(s′)
gπ(s)

) ∣∣∣ s ∈ S, s′ ∈ S′, g ∈ supp(ϕs
′

s )
}
⊆ X ×X.

The G-support of a morphism ϕ in BG(X) is

suppG ϕ :=
⋃

s∈S,s′∈S′

suppϕs
′

s .

We abbreviate

supp2 B := supp2 idB =
{(

π(s)
gπ(s)

) ∣∣∣ s ∈ S, g ∈ suppG(idB(s))
}

and suppGB := suppG idB.
For a subset A of X we will say that B is finite over A, if π−1(A) is finite. We

will say that B is finite, if it is finite over X , i.e., if S is finite.

For E,E′ ⊂ X ×X we call

E′ ◦ E := {
(
x′′

x

)
| ∃x′with

(
x′′

x′

)
∈ E′,

(
x′

x

)
∈ E}

the composition of E and E′. We call Eop := {( xx′ ) |
(
x′

x

)
∈ E} the opposite of E.

The product of two subsetsM,M ′ of a group G isM ′ ·M := {g′g | g′ ∈M ′, g ∈M}.
For a subset M of G we write M−1 := {g−1 | g ∈M} for its elementwise inverse.

Note that for B
ϕ
−→ B′ ϕ′

−→ B′′ in BG(X) we have

(4.3) supp2(ϕ
′ ◦ ϕ) ⊆ supp2 ϕ

′ ◦ (suppG ϕ
′ · supp2 ϕ).

Remark 4.4. We note that supp2 B is not necessarily contained in the diagonal
of X × X . The category BG(X) is additive; the direct sum comes from disjoint
unions, i.e.,

(S, π,B)⊕ (S′, π′, B′) ∼= (S ⊔ S′, π ⊔ π′, B ⊔B′).

Remark 4.5. Typically BG(X) does not really encode information about X ; any

map f : X → Y between non-empty G-sets induces an equivalence BG(X)
∼
−→

BG(Y ).
The use of BG(X) will be as a home for interesting subcategories that we will

exhibit using additional structure on X . The general framework to determine sub-
categories of BG(X) uses the support notions from Definition 4.2 and the formalism
of G-control structures that we discuss in Subsection 4.b.
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Remark 4.6 (Functoriality). The definition of BG(X) does not really use a G-
action on X ; it is just the notion of support that makes use of the G-action. Any
map f : X → Y induces a functor f∗ : BG(X)→ BG(X) with f∗(S, π,B) = (S, f ◦
π,B).

f∗(S, π,B) = (S, f ◦ π,B), (f∗(ϕ))
s′

s = ϕs
′

s .

We have suppG f∗(ϕ) = suppG ϕ and supp1 f∗(B) = f(supp1 B). If f is G-
equivariant, then supp2 f∗(ϕ) = f×2(supp2 ϕ). If f is not G-equivariant, then
there is no general formula that expresses supp2 f∗(ϕ) directly in terms of supp2 ϕ,
but we have

(4.7) supp2 f∗(ϕ) ⊆ f
×2(supp2 ϕ) ◦

{(
f(gx)
gf(x)

) ∣∣∣ x ∈ supp1 B, g ∈ suppG ϕ
}
.

Thus to estimate supp2 f∗(ϕ) we need to estimate the failure of equivariance of f .

4.b. G-control structures.

Definition 4.8. Let G be a group and X be a G-set. A G-control structure on X
is a triple E = (E1,E2,EG) where

• E1 is a collection of subsets of X that is closed under finite unions and taking
subsets;
• E2 is a collection of subsets of X ×X that is closed under finite unions, taking
subsets, opposites, and composition;
• EG is a collection of subsets of G that is closed under finite unions, taking
subsets, elementwise inverses, and products.

We require in addition that for M ∈ EG, E ∈ E2 the productM ·E :=
{(

gx′

gx

) ∣∣ g ∈
M,

(
x′

x

)
∈ E

}
belongs to E2.

One might wonder if the condition that EG is closed under elementwise inverses
is really necessary. We use this condition in the proof of Lemma 4.21.

Remark 4.9. In our examples X will always be a topological space and the ele-
ments of E1 will always have finite intersections with compact subsets of X .

Remark 4.10. In almost all our examples EG will be the collection of relatively
compact subsets of G. The only other example for EG that we use is the collection
of all subsets of G. It will only be used in Section 14 for the proof of the Reduction
Theorem 14.1.

Example 4.11 (Trivial control structure). Let X be a G-set. We obtain a G-
control structure E on X , where E1 is the collection of all finite subsets, E2 is the
collection of all subsets of the diagonal in X × X and EG is the collection of all
relatively compact subsets of G.

4.c. The category BG(E).

Definition 4.12. Let X be a G-set, E = (E1,E2,EG) be a G-control structure
on X , and B be a category with G-support. The additive category BG(E) is the
following subcategory of BG(X).

(4.12a) An object B = (S, π,B) from BG(X) belongs to BG(E), iff it is finite over

each point of X26, supp1 B ∈ E1, supp2 B ∈ E2 and suppGB ∈ EG;

(4.12b) A morphism ϕ in BG(X) between objects from BG(E) belongs to BG(E)

iff supp2 ϕ ∈ E2, suppG ϕ ∈ EG and ϕ is row finite27.

26I.e., π : S → X is finite-to-one
27As morphisms in BG(X) are already required to be column finite, this means that ϕ is

column and row finite, i.e., for fixed s there are only finitely many s′ with ϕs
′

s 6= 0 and for fixed

s′ there are only finitely many s with ϕs
′

s 6= 0.
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Remark 4.13. For a smooth G-set X and the G-control structure E from Exam-
ple 4.11 the category BG(E) is equivalent to (B[X ])⊕.

Remark 4.14 (Summands). Let B = (S, π,B) ∈ BG(E). For S0 ⊆ S set B|S0 :=
(S0, π|S0 , B|S0). Consider

B|S0

i
−→ B

r
−→ B|S0 with iss0 = rs0s =

{
idB(s) s = s0;

0 s 6= s0.

Then idB|S0
= r ◦ i, supp1 B|S0 ⊆ supp1 B, supp2 i = supp2 r ⊆ supp2 B. Alto-

gether B|S0 is a direct summand of B in BG(E).
For Y ⊆ X we abbreviate B|Y := B|π−1(Y ).

Remark 4.15 (Corners). Let ϕ : B = (S, π,B)→ B′ = (S′, π′, B′). For Y, Y ′ ⊆ X

we obtain summands B|Y
iY−→ B

rY
−−→ B|Y and B′|Y ′

iY ′

−−→ B′ rY
′

−−→ B|Y ′ as in

Remark 4.14. We define ϕY
′

Y as the composition B|Y
iY−→ B

ϕ
−→ B′ rY

′

−−→ B′|Y ′ .
Then

(ϕY
′

Y )s
′

s =

{
ϕs

′

s π(s) ∈ Y, π′(s′) ∈ Y ′;

0 else.

If ( xx′ ) ∈ supp2 ϕ
Y ′

Y , then x = π(s), x′ = gπ′(s′) for π(s) ∈ Y , π′(s′) ∈ Y ′,

g ∈ suppG ϕ and g ∈ suppϕs
′

s . Thus

(4.16) supp2 ϕ
Y ′

Y ⊆ Y
′ × (suppG ϕ) · Y.

Lemma 4.17. Consider the situation of of Remark 4.15. Suppose that for all(
x′

x

)
∈ supp2 ϕ with x ∈ (suppG ϕ) · Y we have x′ ∈ Y ′. Then

iY ′ ◦ ϕY
′

Y = ϕ ◦ iY : B|Y → B′.

Proof. We need to check that ϕs
′

s 6= 0 with s ∈ π−1(Y ) implies π′(s′) ∈ Y ′. If

ϕs
′

s 6= 0, then there is g ∈ suppG ϕ
s′

s ⊆ suppG ϕ and so
(
π′(s′)
gπ(s)

)
∈ supp2 ϕ. Hence

π′(s′) ∈ Y ′ by assumption. �

Remark 4.18 (Shifted copy). Let B = (S, π,B) ∈ BG(E). Let σ : S → X be a
finite-to-one map. Assume that σ(S) ∈ E1 and that π and σ are E2-equivalent in
the sense that

E :=
{(

π(s)
σ(s)

) ∣∣∣ s ∈ S
}
∈ E2.

Consider Bσ := (S, σ,B) and

Bσ
ϕ
−→ B

ψ
−→ Bσ with ϕs

′

s = ψs
′

s =

{
idB(s) s = s′;

0 s 6= s′.

Then supp1 Bσ = σ(S0) ∈ E1, idBσ
= ψ ◦ ϕ, idB = ϕ ◦ ψ, and

supp2 ϕ =
{(

π(s)
gσ(s)

) ∣∣∣ | s ∈ S, g ∈ suppGB(s)
}
⊆ supp2 B ◦ (suppGB) · E ∈ E2;

supp2 ψ =
{(

σ(s)
gπ(s)

) ∣∣∣ | s ∈ S, g ∈ suppGB(s)
}
⊆ Eop ◦ supp2 B ∈ E2.

Altogether, Bσ and B are canonically isomorphic in BG(E). We call Bσ a shifted
copy of B.
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4.d. Quotients.

Definition 4.19. Let E = (E1,E2,EG) be a G-control structure on X . Let Y be a
collection of subsets Y of X that is closed under finite unions and taking subsets.
Suppose also that forM ∈ EG and Y ∈ Y we haveM ·Y ∈ Y. We obtain aG-control
structure E|Y := (E1|Y ,E2,EG) on X where E1|Y := {F ∩ Y | F ∈ E1, Y ∈ Y}.

Definition 4.20. In the situation of Definition 4.19 the category BG(E|Y) is a full
subcategory of BG(E) and we define

BG(E,Y) := BG(E)
/
BG(E|Y).

Lemma 4.21. In the situation of Definition 4.19 the category BG(E) is BG(E|Y)-
filtered, see Definition 2.1.

Proof. Let U−
ϕ−
−−→ B

ϕ+
−−→ U+ be morphisms in BG(E) with U−,U+ ∈ BG(E|Y).

Write U± = (S±, π±, U±) and B = (T, ρ,B). Let T− ⊂ T consist of all t, for which
there is s ∈ S− with (ϕ−)

t
s 6= 0, and let T+ ⊂ T consist of all t, for which there

is s+ ∈ S+ with (ϕ+)
s
t 6= 0. Set T0 := T− ∪ T+. We obtain the summand B|T0 of

B as in Remark 4.14. Clearly ϕ± factors over B|T0 . It suffices now to check that
B|T0 is isomorphic to an object in BG(E|Y). We now use a shifted copy of B|T0 .
Choose σ : T0 → X such that for every t ∈ T0 there are either s ∈ S−, g ∈ G with
(ϕ−)

t
s(g) 6= 0 and σ(t) = gπ−(s) or there are s ∈ S+, g ∈ G with (ϕ+)

s
t (g) 6= 0 and

σ(t) = (g)−1π+(s). Then σ is finite-to-one because ϕ is column finite and ϕ′ is row
finite. Our choice of σ implies

E :=
{(

ρ(t)
σ(t)

) ∣∣∣ t ∈ T0
}
⊆ supp2 ϕ− ∪ (suppG ϕ+)

−1 · (supp2 ϕ+)
op.

Thus28 E ∈ E2 and the shifted copy (B|T0)σ of B|T0 is isomorphic to B, see Re-
mark 4.18. By construction

supp1(B|T0)σ = σ(T0) ⊆

(suppG ϕ−) · supp1(ϕ−) ∪ (suppG ϕ+)
−1 · supp1(ϕ+) ∈ Y

and (B|T0)σ ∈ BG(E|Y) as required. �

Combining Lemma 4.21 with Theorem 2.2 we obtain a fibration sequence

(4.22) K(BG(E|Y))→ K(BG(E))→ K(BG(E,Y)).

More general, if Y0 is another collection of subsets ofX also satisfying the conditions
from Definition 4.20, and if Y0 ⊆ Y, then

(4.23) K(BG(E|Y ,Y0))→ K(BG(E,Y0))→ K(BG(E,Y))

is a fibration sequence29. We will refer to sequences of additive categories of the
form

BG(E|Y ,Y0)→ BG(E,Y0)→ BG(E,Y)

28Here we use in particular that EG is closed under pointwise inverses.
29(4.22) applies to the two vertical and the upper horizontal sequence in

BG((E|Y )|Y0
)

= //

��

BG(E|Y0
)

��

BG(E|Y) //

��

BG(E) //

��

BG(E,Y)

=

��

BG(E|Y ,Y0) // BG(E,Y0) // BG(E,Y)

and the lower horizontal sequence is therefore a fibration sequence in K-theory.
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as Karoubi sequences. K-theory takes Karoubi sequences to a fibration sequences
of spectra.

4.e. Excision. Let E be a G-control structure on X . Let Y0 and Y1 be two collec-
tions of subsets of X satisfying the assumptions in Definition 4.19. Then Y0 ∩ Y1
also satisfies these assumptions. The union of Y0 and Y1 may not, but we abuse
notation and define Y0 ∪Y1 as the collection of all sets Y0 ∪Y1 with Yi ∈ Yi. There
is a natural functor

(4.24) BG(E|Y1 ,Y0 ∩ Y1)→ BG(E|Y0∪Y1 ,Y0).

It is not difficult to check that (4.24) is surjective on morphism sets and on isomor-
phism classes of objects, but it may fail to be injective on morphism sets. There
are different possible assumptions that guarantee that (4.24) is an equivalence. We
later use the following.

Lemma 4.25. Assume that for all Y1 ∈ Y1, E ∈ E2 there are Y0 ∈ Y0, Y ′
1 ∈ Y1

such that Y1 ⊆ Y ′
1 ∪ Y0 and

(Y ′
1 )
E := {y′ ∈ X | ∃y ∈ Y with

(
y′

y

)
∈ E} ∈ Y1.

Then (4.24) is an equivalence.

Proof. We only need to discuss faithfulness on morphisms. Let ϕ : B → B′ be a
morphism in BG(E|Y1 ). Assume that ϕ can be factored in BG(E|Y0∪Y1) as

B
ϕ−
−−→ X

ϕ+
−−→ B

where X ∈ BG(E|Y0 ), i.e., supp1 X ∈ Y0. We need to produce such a factorization
over an X′ ∈ BG(E|Y0∩Y1), i.e., supp1 X

′ ∈ Y0 ∩ Y1. We have Y1 := suppG ϕ ·
supp1 B ∈ Y1 and E := (suppG ϕ−)

−1 · supp2 ∈ E2. Applying the assumption we
find Y0 ∈ Y0, Y ′

1 ∈ Y1 such that Y1 ⊆ Y ′
1∪Y0 and (Y ′

1)
E ∈ Y1. NowB = B|Y ′

1
⊕B|Y0 .

Write πY ′
1
, πY0 : B→ B for the corresponding projections. Then ϕ−ϕ◦πY ′

1
= ϕ◦πY0

factors over B|Y0 ∈ BG(E|Y0 ). This allows us to replace ϕ with ϕ◦πY ′
1
and ϕ− with

ϕ−◦πY ′
1
, or put differently, we may assume without loss of generality supp1 B ⊆ Y

′
1 .

Let now Y ′
0 ⊆ supp1 X consist of all y0 ∈ supp1 X for which there are y1 ∈

supp1 B and g ∈ suppG ϕ− with ( y0gy1 ) ∈ supp2 ϕ−, i.e., the matrix entry of ϕ for
( y0y1 ) is non-trivial. Then ϕ− factors canonically over the inclusion X|Y ′

0
→ X. This

allows us to replace X with X|Y ′
0
. It remains to check that Y ′

0 ∈ Y0 ∩ Y1. As
Y ′
0 ⊆ supp1 X ∈ Y0 we have Y ′

0 ∈ Y0. For y0 ∈ Y
′
0 there are y1 ∈ supp1 B ⊆ Y

′
1 and

g ∈ suppG ϕ− with ( y0gy1 ) ∈ supp2 ϕ−. This implies y0 ∈ (Y ′
1)
E . As (Y ′

1 )
E ∈ Y1 we

now also have Y ′
0 ∈ Y1. �

Lemma 4.26. Let Y and Y0 be two collections of subsets of X satisfying the as-
sumptions from Definition 4.19. Then the canonical functor

BG(E|Y0 ,Y)→ BG(E|Y0∪Y ,Y)

is an equivalence.

Proof. The only difference between the two categories is that the category on the
right has more objects, i.e., objects with support in Y. But, by Definition, these
additional objects are trivial (isomorphic to zero). �

Lemma 4.27. Let Y,Y0,Y1 be collections of subsets of X satisfying the assump-
tions in Definition 4.19. Assume that the condition from Lemma 4.25 holds. Then

K(BG(E|Y0∩Y1 ,Y)) //

��

K(BG(E|Y1 ,Y))

��

K(BG(E|Y0 ,Y)) // K(BG(E|Y0∪Y1 ,Y))
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is a homotopy pushout square.

Proof. We first argue that we may assume that Y ⊆ Y0 ∩ Y1. Indeed, Lemma 4.26
allows us to replace Y0 with Y0 ∪Y and Y1 with Y1 ∪Y. It is not difficult to check
that the condition from Lemma 4.25 is preserved.

Now the horizontal homotopy cofibers of the above diagram are determined
by (4.23) and are given by K(BG(E|Y0 ,Y0 ∩ Y1)) and K(BG(E|Y0∪Y1 ,Y1)). The
excision result of Lemma 4.25 applies to show that the induced maps between the
homotopy cofibers is an equivalence. This implies the assertion. �

4.f. Swindles. Let E be a G-control structure on X . Let Y be a collection of
subsets of X satisfying the assumptions in Definition 4.19. Sometimes it is easy to
produce Eilenberg swindles on BG(E,Y). Often such a swindle either comes from
some map f : X → X that pushes everything to ∞, as in (4.28a) below. We will
use the following formal result later on.

Lemma 4.28. Assume that there is a G-map f : X → X satisfying

(4.28a) for all x ∈ X there is n such that (f◦n)−1(x) = ∅;

(4.28b) for all Y ∈ E1 we have
⋃
n∈N

fn(Y ) ∈ E1;

(4.28c) for all Y ∈ Y we have
⋃
n∈N

fn(Y ) ∈ Y;

(4.28d) for all E ∈ E2 we have
⋃
n∈N

(f × f)◦n(E) ∈ E2;

(4.28e) for all M ∈ EG we have {
(
f(x)
gx

)
| x ∈ X ; g ∈M} ∈ E2.

Then the K-theory of BG(E,Y) is trivial.

Proof. For B = (S, π,B) ∈ BG(E) we define B∞ = (S∞, π∞, B∞) where S∞ =
S × N, π∞(s, n) = f◦n(s), B∞(s, t) = B(s). Assumption (4.28a) implies that π∞

is finite-to-one. Assumption (4.28b) implies supp1 B
∞ ∈ E1. Assumption (4.28d)

implies supp2 B
∞ ∈ E2. Thus B

∞ ∈ BG(E).

For ϕ : (S, π,B) → (S′, π′, B′) ∈ BG(E) we define ϕ∞ by (ϕ∞)s
′,t′

s,t := ϕs
′

s . As-
sumption (4.28d) implies supp2 ϕ

∞ ∈ E2. As ϕ∞ is also row and column finite
(because ϕ is), we have ϕ∞ ∈ BG(E). Compatibility with composition is straight
forward and we obtain an endofunctor (−)∞ of BG(E). For B = (S, π,B) ∈ BG(E)
let iB : B→ B∞ and shB : B∞ → B∞ be induced by the inclusions

S → S × N, s 7→ (s, 0);

S × N → S × N, (s, t) 7→ (s, t+ 1).

Clearly, iB ∈ BG(E). Assumption (4.28e) (for M = suppGB) implies that shB ∈
BG(E). Now i⊕sh is a natural isomorphism (−)∞⊕idBG(E)

∼= (−)∞. Altogether we
defined a swindle on BG(E). Assumption (4.28c) ensures that this swindle descends
to BG(E,Y). �

We will need a variation of the swindle from Lemma 4.28, where we can swindle
towards some Z ∈ Y instead of towards ∞30.

Lemma 4.29. Assume that there are a G-map f : X → X and Z ∈ Y satisfying

(4.29a) for all x ∈ X \ Z there is n such that (f◦n)−1(x) = ∅;

(4.29b) for all Y ∈ E1 we have
⋃
n∈N

Yn ∈ E1 where Y0 = Y and Yn+1 = f(Yn \Z);

(4.29c) for all Y ∈ Y we have
⋃
n∈N

Yn ∈ Y where Y0 = Y and Yn+1 = f(Yn \ Z);

(4.29d) for all E ∈ E2 we have
⋃
n∈N

(f × f)◦n(E) ∈ E2;

(4.29e) for all M ∈ EG we have {
( gx
f(x)

)
| x ∈ X ; g ∈M} ∈ E2.

Then the K-theory of BG(E,Y) is trivial.

30Of course, Lemma 4.28 is implied by Lemma 4.29 by taking Z = ∅.
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Proof. In BG(E,Y) we have B|Z ∼= 0 and so B ∼= B|X\Z . Thus we can system-
atically get ride of everything over Z. A swindle on BG(E,Y) can be constructed
almost verbatim as in Lemma 4.28. The only difference is that we use a subset
S∞
− in place of S∞. To define this subset set S0 := S, π0 := π and inductively
Sn+1 := (πn)

−1(X \ Z), πn+1 := (f ◦ πn)|Sn+1 . Then S∞
− :=

⋃
n Sn × {n}. We

remark that πn is just the restriction of π∞ to Sn ∼= Sn × {n}.
After restricting everything from S∞ to S∞

− , we obtain a swindle on BG(E,Y)
as before. �

5. The Cvcy-Farrell–Jones Conjecture

5.a. Delooping. In order to formulate the Cvcy-Farrell–Jones Conjecture we will
need categories CG(P ;B) for P ∈ P+All(G). To prepare for their construction
in Definition 5.9 later on we discuss the Pedersen-Weibel delooping of K-theory
from [45] in our set-up. Let X be a G-set. Define the G-control structure Epw(X) =
(Epw

1 (X),Epw
2 (X),Epw

G (X)) on X × N as follows.

• E
pw
1 (X) is the collection of all subsets F of X×N for which F ∩X×{t} is finite

for all t;
• E

pw
2 (X) is the collection of all E ⊆ N× N with

supp
{
|t− t′|

∣∣∣
(
x′,t′

x,t

)
∈ E

}
<∞;

• E
pw
G (X) is the collection of all relatively compact subsets of G.

Let Y be the collection of subsets Y of X×N that are contained in X×{1, . . . , N}
for some N (depending on Y ). Let B be a category with G-support. Then

BG(E
pw(X)|Y)→ BG(E

pw(X))→ BG(E
pw(X),Y)

is a Karoubi sequence. Applying K-theory we obtain a fibration sequence, see (4.22).
Combining this sequence with Lemma 5.1 below we obtain ΩK

(
BG(Epw(X),Y)

)
≃

K(B). Lemma 5.1 is standard, but the proof is instructive as we will use variation
thereof later on.

Lemma 5.1.

(5.1a) There is an equivalence BG(Epw(X)|Y)
∼
−→ B⊕ defined by (S, π,B) 7→

⊕s∈SB(s);
(5.1b) The K-theory of BG(Epw(X)) is trivial.

Proof. If (S, π,B) ∈ BG(Epw(X)), then by definition of Epw
1 (X), for each t ∈ N,

π−1(X ×{t}) is finite. If (S, π,B) ∈ BG(Epw(X)|Y), then in addition π−1(X×{t})
is non-empty for only finitely many t. Thus S is finite and (S, π,B) 7→ ⊕s∈SB(s)
defines a functor BG(Epw(X)|Y) → B⊕. It is straight forward to check that this
functor is an equivalence.

Let f : X ×N→ X ×N be the shift (x, t) 7→ (x, t+1). It is not difficult to check
that f induces an Eilenberg swindle on BG(Epw(X)). More precisely, Lemma 4.28
applies to f and BG(Epw(X)). �

Recall from Subsection 1.m that for the Farrell–Jones Conjecture for a discrete
group Γ the group rings over virtually cyclic subgroups of Γ play a central role. For
td-groups the K-theory of the categories CG(P ;B) will take this role. Let G be a
td-group and V ∈ Cvcy. Our difficulty is that, if V is closed but not open in G,
there is no inclusion of H(V ;R) into H(G;R). For a category B with G-support
we can restrict to V and only consider morphisms whose support is contained in
V . However, as the G-support is typically open this is not sensible and it is not
clear how one might exhibit a subcategory associated to V . But once we use
the (K-theoretic) deloopings BG(Epw(X),Y) of B this changes; BG(Epw(X),Y) has
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many subcategories. For example for any G-control structure E on X × N that is
contained in E

pw(X) we obtain a subcategory BG(E,Y). The N-factor in X × N

allows us create G-control structures that become more restrictive with t → ∞.
In our definition later on we use this to approximate V by smaller and smaller
neighborhoods of V in G as t → ∞. For the precise G-control structure we use
see Definition 5.8 later on. We will only change E

pw
2 (X) by adding what we call

the foliated control condition. (There are many possible variations for this G-
control structure; our choice is carefully tailored to enable us to prove both the
Cvcy-Farrell–Jones Conjecture for p-adic groups and the Reduction Theorem 14.1.)

5.b. Two functors to G-spaces. We define two functors P+All(G) → G-Spaces
as follows. We recall from Subsection 3.d that objects in P+All(G) are n-tuples
(G/V1, . . . , G/Vn), where n = 0 is allowed and each Vi is a closed subgroup of
G. Given two such objects (G/V1, . . . , G/Vn) and (G/V ′

1 , . . . , G/V
′
n′), a morphism

u : (G/V1, . . . , G/Vn)→ (G/V ′
1 , . . . , G/Vn′) is given by a function u : {1, . . . , n′} →

{1, . . . , n} for which V ′
i = Vu(i) holds31. The first functor32, written as P 7→ |P |, is

defined on objects by

|(G/V1, . . . , G/Vn)| := G/V1 × · · · ×G/Vn.

It sends a morphism u : (G/V1, . . . , G/Vn)→ (G/V ′
1 , . . . , G/V

′
n′) to the map

(x1V1, . . . , xnVn) 7→ (xu(1)V
′
1 , . . . , xu(n′)V

′
n′).

The second one, written as P 7→ |P |∧, is defined on objects by

|G/V1, . . . , G/Vn|
∧ := G× · · · ×G = Gn.

It sends a morphism u : (G/V1, . . . , G/Vn)→ (G/V ′
1 , . . . , G/V

′
n′) to the map

(x1, . . . , xn) 7→ (xu(1), . . . , xu(n′)).

There is a canonical natural transformation | · |∧ → | · | given on (G/V1, . . . , G/Vn)
by the map

G× · · · ×G→ G/V1 × · · · ×G/Vn, (x1, . . . , xn) 7→ (x1V1, . . . , xnVn).

For P ∈ PAll(G) the action of G on |P |∧ is free, and we can think of |P |∧ → |P |
as a resolution. For the empty tuple ∗, both, | ∗ | and | ∗ |∧ are the empty product,
i.e., a point.

5.c. V -foliated distance. Let G be a td-group. We can equip G with a left
invariant proper metric dG that generates the topology of G, see [30, Thm. 4.5]
or [1, Thm. 1.1]. Let V be a closed subgroup of G. For g, g′ ∈ G, β ≥ 0, η > 0 we
write

dV -fol(g, g
′) < (β, η),

iff there is v ∈ V with dG(e, v) = dG(g, gv) ≤ β and dG(gv, g
′) < η. Similarly,

for g, g′ ∈ G, β, η ≥ 0 we write dV -fol(g, g
′) ≤ (β, η), iff there is v ∈ V with

dG(e, v) = dG(g, gv) ≤ β and dG(gv, g
′) ≤ η. We will not consider < (β, 0).

The general idea here is to treat traveling in cosets of V different from traveling
in arbitrary directions in G. Typically, β will be a bounded number, whereas η will
be a small number. This definition is motivated by similar constructions for flow
spaces, see Subsection D.ii.

Remark 5.2. We have dV -fol(g, g
′) ≤ (β, 0), iff g−1g′ ∈ V and dG(g, g

′) ≤ β.

31if n′ = 0 there is precisely one such u, if n′ ≥ 1 and n = 0, then there is no such u.
32Unlike the second the first one factors over P+Or(G).
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Remark 5.3. Let U be an open subgroup of G. Then there is η0 > 0 such that
the η0-neighborhood of U is just U . Thus for g, g′ ∈ G and η < η0 we have

dU-fol(g, g
′) ≤ (β, η) =⇒ dU-fol(g, g

′) ≤ (β + η, 0).

Remark 5.4. In our constructions of controlled categories later on (see Defini-
tion 5.9) we would ideally like to work with a G-invariant metric on G/V . Typically
we would be interested in small distances in G/V 33. Often there are however no
G-invariant metrics on G/V (and neither are there G-invariant uniform structures
on G/V ). The notion of V -foliated control on G is (left) G-invariant and will serve
us as a replacement for G/V with (a non-existing) G-invariant metric. One way to
think about this replacement is that we have to add to points in G/V choices of
lifts to G, where the choice of lifts is only relevant up to bounded distance in the
fibers for G→ G/V . On the level of flow spaces this corresponds to the difference
between parametrized geodesics and their images.

5.d. P -foliated distance. There is a natural extension of V -foliated distance to
products. For P = (V1, . . . , Vn) ∈ P+All(G), g = (g1, . . . , gn), g

′ = (g′1, . . . , g
′
n) ∈

|P |∧ = Gn we write

dP -fol(g, g
′) < (β, η),

iff dVi-fol(gi, g
′
i) < (β, η) for i = 1, . . . , n. Similarly, we write dP -fol(g, g

′) ≤ (β, η),
iff dVi-fol(gi, g

′
i) ≤ (β, η) for i = 1, . . . , n. Note that if P = ∗ is the empty tuple,

then dP -fol(g, g
′) < (β, η) and dP -fol(g, g

′) ≤ (β, η) are empty conditions and thus
always satisfied. However, | ∗ |∧ is just a point so this is sensible34.

Remark 5.5. Remark 5.3 also applies to P ∈ P+Op(G): if dP -fol(λ, λ
′) ≤ (β, η)

with sufficiently small η, then dP -fol(λ, λ
′) ≤ (β + η, 0).

We will need the following version of the triangle inequality for dP -fol. Note that
in the statement δ depends not on P .

Lemma 5.6 (Foliated triangle inequality). Let α ≥ 0. Then for any ǫ > 0 there is
δ > 0 such that for P ∈ P+All(G) and g, g′, g′′ ∈ |P |∧ = Gn

dP -fol(g, g
′), dP -fol(g

′, g′′) ≤ (α, δ) =⇒ dP -fol(g, g
′′) ≤ (2α, ǫ).

Proof. This is an easy consequence of (5.7b) below. �

Lemma 5.7.

(5.7a) Let M ⊆ G be compact. For any ǫ > 0 there is δ > 0 such that for all
g, g′ ∈ G, v ∈M we have

dG(g, g
′) < δ =⇒ dG(gv, g

′v) < ǫ;

(5.7b) Let α ≥ 0. Then for any ǫ > 0 there is δ > 0 such that for any closed
subgroup V of G and g, g′, g′′ ∈ G we haven

dV -fol(g, g
′), dV -fol(g

′, g′′) ≤ (α, δ) =⇒ dV -fol(g, g
′′) ≤ (2α, ǫ).

Proof. This is [6, Lem. 3.1]. �

33For V open in G we could simply work with any discrete metric on G/V , for example the
metric that put different points at distance 1. The difficulty here arises only if G/V is not discrete.

34Recall that we do not allow η = 0 when considering < (β, η)
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5.e. The category CG(P ).

Definition 5.8. Let P ∈ P+All(G). We define the G-control structure C(P ) =(
C1(P ),C2(P ),CG(P )

)
on |P |∧ × N as follows:

• C1(P ) consists of all subsets F of |P |∧×N for which F ∩ |P |∧×{t} is finite for
all t ∈ N;

• C2(P ) consists of all subsets E of
(
|P |∧ × N

)×2
satisfying the following two

conditions
– bounded control over N: there is α > 0 such that for all

(
λ′,t′

λ,t

)
∈ E we

have |t− t′| ≤ α;
– foliated control over |P |∧: there is β ≥ 0 such that for any η > 0 there is
t0 such that for all t ≥ t0 and all λ, λ′, t′ we have

(
λ′,t′

λ,t

)
∈ E =⇒ dP -fol(λ, λ

′) < (β, η);

• CG(P ) consists of all relatively compact subsets of G.

We write Y(P ) for the collection of all subsets of |P |∧ × N that are contained in
|P |∧ × {0, . . . , N} for some N .

It is an exercise to check that this is indeed a G-control structure. To check that
C2(P ) is closed under composition, the triangle inequality from Lemma 5.6 is used.

Definition 5.9. Let G be a td-group and B be a category with G-support. We set

CG(P ;B) := BG(C(P ),Y(P )).

We will often drop B from the notation and abbreviate CG(P ) = CG(P ;B).

The assignment P 7→ CG(P ) is functorial in P+All(G)
35. We obtain an P+All(G)-

spectrum

P 7→ K
(
CG(P )

)
.

5.f. The Cvcy-Farrell–Jones Conjecture.

Definition 5.10 (Cvcy-assembly map). Let G be a td-group and B be a category
with G-support. The maps P → ∗ for P ∈ PCvcy(G) induce a map

(5.11) hocolim
P∈PCvcy(G)

K
(
CG(P ;B)

)
→ K

(
CG(∗;B)

)
.

This is the Cvcy-assembly map for B.

In light of the Farrell–Jones Conjecture for discrete groups one might expect
that the homotopy colimit in (5.11) should be taken over OrCvcy(G) instead of
PCvcy(G). However, as discussed in Subsection 1.m it is an important point that
we allow products here. On the other hand with slightly different definitions we
could use POrCvcy(G) in place of PCvcy(G), see Subsection 14.a.

Conjecture 5.12 (Cvcy-Farrell–Jones Conjecture).
Let G be a td-group and B be a Hecke category with G-support. Then the Cvcy-
assembly map (5.11) for B is an equivalence.

Remark 5.13. By Proposition 5.16 below (for P = ∗) we have

ΩK(CG(∗;B)) ≃ K(BG[∗]) = K(B).

If B = B(G;R), thenK(B) = K(H(G;R)) and so in this case the Cvcy-Farrell–Jones
Conjecture 5.12 is about the K-theory of the Hecke algebra H(G;R).

35P 7→ CG(P ) is not strictly functorial in P+Or(G). This can be fixed, using a construction
that will appear later in Subsection 14.a. But for now we will ignore this.
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Remark 5.14. Let Γ be a discrete group and A be an additive category with a Γ-
action. One obtains a categoryA[Γ] whose objects are the objects of A. Morphisms
A→ A′ in A[Γ] are finite formal sums

∑
γ ϕγ ·γ where ϕγ : γA→ A′ is a morphism

in A. The K-theoretic Farrell–Jones conjecture with coefficients for Γ concerns the
K-theory of A[Γ]. As A[Γ] is a Hecke category with Γ-support in an obvious way,
one can use Proposition 3.13 and Proposition 5.16 below to check that for discrete
groups the Cvcy-Farrell–Jones Conjecture 5.12 implies the usual K-theoretic Farrell–
Jones Conjecture with coefficients. In fact, for discrete groups the two conjectures
are equivalent see [7, Remark 5.7].

Theorem 5.15 (Cvcy-Farrell–Jones Conjecture for reductive p-adic groups).
Let G be a reductive p-adic group and B be a Hecke category with G-support. Then
the Cvcy-assembly map (5.11) for B is an equivalence.

The formal framework of the proof of Theorem 5.15 is discussed in Section 6.
The proof is then carried out in Sections 7 to 13.

5.g. Relating CG(P ;B) to B[P ].

Proposition 5.16. Let B be a category with G-support. There is a zig-zag of weak
equivalences between the P+Op(G)-Spectra

P 7→ ΩK
(
CG(P ;B)

)
and P 7→ K

(
B[P ]

)
.

We start the proof of Proposition 5.16 with the following observation. Let P ∈
P+Op(G). As noted in Remark 5.5, if dP -fol(λ, λ

′) ≤ (β, η) with small η, then
dP -fol(λ, λ

′) ≤ (β + η, 0). This implies that (using the foliated control condition)
for E ∈ C2(P ) there are β > 0 and t0 ∈ N such that for all t ≥ t0 and all λ, λ′, t′

we have (
λ′,t′

λ,t

)
∈ E =⇒ dP -fol(λ, λ

′) < (β, 0).

In the following definition we strengthen this to all t, not just sufficiently large
t. This produce a control structure that is discrete over |P | (with respect to the
projection |P |∧ → |P |).

Definition 5.17. Let P ∈ P+Op(G). We define the G-control structure C
dis(P ) =(

C
dis
1 (P ),Cdis

2 (P ),Cdis
G (P )

)
as follows. We set Cdis

1 (P ) := C1(P ), C
dis
G (P ) := CG(P )

and define C
dis
2 (P ) to consist of all E ∈ C2(P ) satisfying in addition the following:

there is β > 0 such that(
λ′,t′

λ,t

)
∈ E =⇒ dP -fol(λ, λ

′) ≤ (β, 0).

We define Cdis
G (P ) := BG(Cdis(P ),Y(P )).

Lemma 5.18. Let P ∈ P+Op(G).

(5.18a) The inclusion Cdis
G (P )→ CG(P ) is an equivalence.

(5.18b) The projection |P |∧×N→ |P | induces an equivalence BG(Cdis(P )|Y(P ))→
(B[P ])⊕.

(5.18c) The K-theory of the category BG(Cdis(P )) vanishes.

Proof. The first two are easy exercises in the Definitions. The third comes from
the standard Eilenberg swindle on BG(Cdis(P )) using the shift (λ, t) 7→ (λ, t + 1),
i.e., Lemma 4.28 applies36. �

36It is instructive to note that this swindle does not work on BG(C(P )): For ϕ ∈ BG(C(P ))

there can be
(
λ′,t′

λ,t

)
∈ supp2 ϕ where λ and λ′ have different images in |P |, i.e., there is η such

that dP -fol(λ, λ
′) < (β, η) fails regardless of β. Then

(
λ′,t′+n
λ,t+n

)
∈ supp2 ϕ

∞ for all n and this

violates the foliated control condition over |P |∧, i.e., ϕ∞ 6∈ BG(C(P )). In other words (4.29d)
fails.
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Proof of Proposition 5.16. The Karoubi sequence

BG(C
dis(P )|Y(P ))→ BG(C

dis(P ))→ BG(C
dis(P ),Y(P )) = Cdis

G (P )

induces a fibration sequence in K-theory, see (4.22). Using (5.18c) we obtain a weak

equivalence ΩK
(
Cdis
G (P )

) ∼
−→ K

(
BG(Cdis(P )|Y(P ))

)
. Now (5.18a) and (5.18b) give

the result. �

6. Formal framework of proof of the Cvcy-Farrell–Jones
Conjecture for reductive p-adic groups

The proof of the Cvcy-Farrell–Jones Conjecture for reductive p-adic groups (The-
orem 5.15) is organized around two functors

DG(−;B), D
0
G(−;B) : R → Spectra.

We will define the source category below and then discuss some properties of these
functors. Theorem 5.15 is then an easy consequence of these properties. The func-
tors DG(−;B) = K(DG(−;B)) and D0

G(−;B) = K(D0
G(−;B)) will be constructed

in Section 7 as the K-theory of certain additive categories. The verification of their
properties will occupy Sections 7 to 13. For most of these properties we can work
with any category with G-support B. The exception is the transfer from Theo-
rem 6.7, for which we need B to be a Hecke category with G-support. Often we will
drop B from the notation and write DG(−) = DG(−;B) and D0

G(−) = D0
G(−;B).

6.a. C-simplicial complexes.

Definition 6.1 (C-simplicial complexes). Let C be a category. A C-simplicial
complex is a pair Σ = (Σ, C), where Σ is a simplicial complex and P : simp(Σ)op →
C is a contravariant functor from the poset of simplices of Σ, ordered by inclusion,
to C. A map of C-complexes (Σ, C)→ (Σ′, C′) is a pair f = (f, κ), where f : Σ→ Σ′

is a simplicial map and κ : C → C′ ◦ f∗ is a natural transformation. Here we write
f∗ : simp(Σ)→ simp(Σ′) for the map induced by f .

The dimension of Σ = (Σ, C) is the dimension of Σ; its d-skeleton is Σd :=
(Σd, C|simp(Σd)), where Σd is the d-skeleton of Σ.

Definition 6.2. We define R as the category of P+All(G)-simplicial complexes and
write R0 for the full subcategory of 0-dimensional P+All(G)-simplicial complexes.

We can think about R0 as being obtained from P+All(G) by adding arbitrary
coproducts to P+All(G). There is a product

R×R0 → R
(
(Σ, P ), (M,Q)

)
7→

(
Σ×M, (σ,m) 7→ P (σ)×Q(m)

)
.

(6.3)

We write R0
F for the full subcategory of R0 on all (M,P ) where P takes values

in PF(G). A drawback of our notation is that R0
All(G) ( R0, because the empty

product ∗ is not contained in PAll(G). However, typically F will be a proper
collection of subgroups, so this should not lead to serious confusion.

Example 6.4. Let F be a collection of closed subgroups of G. We write ΣF (G) for
the following simplicial complex. Vertices of ΣF (G) are pairs (n, V ) with n ∈ N and
V ∈ F . Vertices (n0, V0), . . . , (nk, Vk) form a simplex of ΣF(G), if and only if the
ni are pairwise distinct37. There is an evident functor PF (G) : simp(ΣF (G))

op →
PF(G) that sends a simplex σ =

{
(n0, V0), . . . , (nk, Vk)

}
to (G/V0, . . . , G/Vk) with

n0 < · · · < nk, where we choose the numbering such that n0 < · · · < nk. We obtain
JF (G) :=

(
ΣF (G), PF (G)

)
∈ R.

37Alternatively, ΣF (G) is the infinite join ∗n∈N(
∐
F∈F G/F ).
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We write ΣNF (G) for the subcomplex of ΣF (G) spanned by all vertices (n, V )

with n ≤ N38. Then ΣNF (G) is a proper subcomplex of the N -skeleton
(
ΣF (G)

)N
.

For finite F , ΣNF (G) is a finite complex, while the N -skeleton
(
ΣF (G)

)N
is never

finite. We set JNF (G) :=
(
ΣNF (G), PF (G)|simp(ΣN

F (G))

)
.

We will discuss in Subsection 7.b realization functors from R to G-spaces. The
realization |JF (G)| of JF (G) is the numerable classifying spaces for F [10, A1], see
Example 7.2. This motivated the definition of JF(G).

6.b. Coefficients of DG. Write I : P+All(G) → R0 for the inclusion. The un-
derlying simplicial complex of I(P ) consist of one vertex which is sent to P . We
will show in Proposition 8.1 that there exists a zig-zag of equivalences of P+All(G)-
spectra between I∗ΩDG(−) and K

(
CG(−)

)
. To ease notation we will often abbre-

viate P = I(P ) and omit I∗ from the notation.

6.c. Computation of DG on R0. Let (M,P ) ∈ R0. We will show in Proposi-
tion 8.5 that the canonical map

(6.5)
∨

m∈M

DG(P (m))
∼
−→ DG((M,P ))

is an equivalence.

6.d. D0
G determines DG. We will construct in Proposition 8.9 a diagram in

R-Spectra

D0
G(−) D0

G(−)
//oo D0

G(−)

D0
G(−)

OO

��

D0
G(−)

//oo

OO

��

D0
G(−)

OO

��

D0
G(−) D0

G(−)
//oo D0

G(−)

whose homotopy colimit is equivalent to DG(−).

6.e. Homotopy invariance for D0
G. Let M = (M,P ) ∈ R0. Let π : M ×∆d →

M be the projection. We obtain

∆d
M := (M ×∆d, P ◦ π∗) ∈ R.

A choice of a point x0 ∈ |∆d| determines an inclusion i : M → ∆d
M. We show in

Proposition 8.16 that i induces an equivalence

D0
G(M)

∼
−→ D0

G(∆
d
M).

6.f. Excision for D0
G. Let Σ = (Σ, P ) in R be d-dimensional. Assume that the

vertices of Σ are locally ordered; then any simplex of Σ is canonically isomorphic to
a standard simplex ∆k. Let B be the set of d-simplices of Σ. We obtain a canonical

map f : B × ∆d → Σ. Let π : B × ∆d → B be the projection. Set Σ̂ := B × ∆d,

P̂ := p|B◦π∗ and Σ̂ := (Σ̂, P̂ ). Let f := (f, κ) : Σ̂→ Σ where κ is defined as follows.

Let τ be a simplex of Σ̂. Then τ is contained in {σ} ×∆d for some d-simplex σ of

Σ and we have P̂ (τ) = P (σ) and f(τ) ⊆ σ. We define κτ : P̂ (τ)→ P (f(τ)) as the
evaluation of P on the inclusion f(τ) ⊆ σ. Let Σ′ = (Σ′,P′) be the (d -1)-skeleton

38Alternatively, ΣNF (G) = ∗n≤N (
∐
F∈F G/F ).
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of Σ and Σ̂′ = (Σ′, P ′) be the (d -1)-skeleton of Σ̂. Then f restricts to f ′ : Σ̂′ → Σ′.

We write ι̂ : Σ̂′ → Σ̂ and ι : Σ′ → Σ for the canonical inclusions and obtain

(6.6) Σ̂′ f ′
//

ι̂
��

Σ′

ι

��

Σ̂
f

// Σ.

We show in Proposition 8.20 that D0
G(−) takes this diagram to a homotopy pushout

diagram of spectra.

6.g. Skeleton continuity of D0
G. Let Σ ∈ R. We show in Proposition 8.22 that

the canonical map

hocolim
d∈N

D0
G(Σ

d)
∼
−→ D0

G(Σ)

is an equivalence.

6.h. Transfer. We use JCvcy(G) from Example 6.4 and consider

D0
G

(
JCvcy(G)×−;B

)
: R→ Spectra.

The projections JCvcy(G) × P → P induce a projection

p : D0
G

(
JCvcy(G)×−;B

)
→ D0

G(−;B)

in R-spectra.

Theorem 6.7. Assume that G is a reductive p-adic group and that B is a Hecke
category with G-support. Then the projection p admits a section, i.e., there is
tr : D0

G(−;B)→ D0
G

(
JCvcy(G)×−;B

)
such that p ◦ tr is equivalent to the identity

in R0-spectra.

Proof of Theorem 5.15 modulo properties of DG and D0
G. We need to show that

the Cvcy-assembly map

(6.8) hocolim
P∈PCvcy(G)

K
(
CG(P )

)
→ K

(
CG(∗)

)

is an equivalence. By the equivalence from Subsection 6.b we can equivalently show
that

(6.9) hocolim
P∈PCvcy(G)

DG(P ) → DG(∗)

is an equivalence. We obtain the following factorization of (6.9)

(6.10) hocolim
P∈PCvcy(G)

DG(P ) → hocolim
(M,P )∈R0

Cvcy

DG(M,P ) → DG(∗).

For fixed (M,P ) ∈ R0
Cvcy consider the canonical map

(6.11) hocolim
Q∈I↓(M,P )

DG(Q)→ DG(M,P )

where I denotes the inclusion PCvcy(G)→R0
Cvcy. It is not difficult to identify (6.11)

with (6.5), which is an equivalence. The transitivity Lemma A.2 for homotopy
colimits implies now that the first map in (6.10) is an equivalence. As DG can
be expressed as a homotopy colimit in D0

G, see Subsection 6.d, the second map
in (6.10) is an equivalence if

(6.12) hocolim
(M,P )∈R0

Cvcy

D0
G(M,P ) → D0

G(∗)

is an equivalence. Theorem 6.7 implies that (6.12) is a retract of

(6.13) hocolim
(M,P )∈R0

Cvcy

D0
G

(
JCvcy(G)× (M,P )

)
→ D0

G(JCvcy(G)).
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We now use that D0
G is homotopy invariant (Subsection 6.e), satisfies an excision

result (Subsection 6.f) and skeleta continuity (Subsection 6.g). These properties
imply that D0

G

(
JCvcy(G)×−

)
can in R0-spectra be constructed as a homotopy col-

imit of functors of the form D0
G

(
(M0, P0)×−

)
with (M0, P0) ∈ R0

Cvcy. Lemma A.3

implies that for all (M0, P0) ∈ R0
Cvcy

hocolim
(M,P )∈R0

Cvcy

D0
G

(
(M0, P0)× (M,P )

) ∼
−→ D0

G(M0, P0)

is an equivalence. Thus (6.13) is an equivalence and so is (6.8). �

Remark 6.14. It is possible to show that the functor DG, which we construct
later on, also satisfies homotopy invariance, excision and continuity exactly as D0

G.
Moreover, Theorem 6.7 holds also for DG. Thus it is possible to prove the Farrell–
Jones Conjecture for reductive p-adic groups using only DG. In fact, homotopy
invariance, excision and continuity for DG can be proven in exactly the same way
as for D0

G. However, the construction of the transfer map tr in Theorem 6.7 is
technically easier for D0

G than for DG; this is the reason for our small detour
through D0

G. The other way round, we cannot replace DG with D0
G throughout;

the equivalences from Subsections 6.b and 6.c do not hold for D0
G in place of DG.

7. The categories DG(Σ) and D0
G(Σ)

In this section we construct the two functors DG and D0
G promised in Section 6

as the K-theory of functors DG(−) and D0
G(−) to additive categories. We will need

some preparations.

7.a. Some notation for simplicial complexes. Let Σ be an (abstract) simplicial
complex. We write vert(Σ) for the set of vertices of Σ. We will write |Σ| for
the realization of Σ to topological spaces. For a simplex σ of Σ we write ∆σ

for the simplicial subcomplex of Σ spanned by σ and ∂∆σ for its boundary. So
∂∆σ is obtained from ∆σ by omitting σ. For a vertex v ∈ vert(Σ) we will not
distinguish between the abstract vertex v and the corresponding point v ∈ |Σ|.
Any point x ∈ |Σ| has unique barycentric coordinates, x =

∑
v∈vert(Σ) x(v) · v with

x(v) ∈ [0, 1],
∑
v∈vert(Σ) x(v) = 1, x(v) 6= 0 for only finitely many v. Of course,

σ := {v | x(v) 6= 0} forms a simplex with x ∈ |∆σ| \ |∂∆σ|. The ℓ∞-metric39 on |Σ|
is

(7.1) d∞(x, x′) := max
v∈vert(Σ)

|x(v) − x′(v)|.

For σ ∈ simp(Σ) we set

Uσ :=
{
x ∈ |Σ|

∣∣ ∀v ∈ σ : x(v) > 0
}
,

this is the open star of σ, i.e., the union of the interiors of those simplices which
contain σ as face. It is an open neighborhood of |∆σ| \ |∂∆σ|. For ǫ > 0 we set

Kσ,ǫ := {x ∈ |Σ| | ∀v ∈ σ : x(v) ≥ ǫ}.

This is a closed subset of Uσ. We record that the Kσ,ǫ get larger with decreasing ǫ
and that Uσ =

⋃
ǫ>0Kσ,ǫ. Moreover Uσ is the ǫ-neighborhood of Kσ,ǫ with respect

to d∞.

39In general, the topology of the ℓ∞-metric is coarser than the weak topology on |Σ|, but we
will mostly only use it on finite subcomplexes of Σ, where both topologies coincide. Also, on finite
dimensional subcomplexes the ℓ∞-metric and the ℓ1-metric (that we used for example in [9]) are
Lipschitz equivalent. Using the ℓ∞-metric is more convenient here, but there is no substantial
difference.
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Uσ

Kσ,ǫ

σ

Figure 1. Uσ and Kσ,ǫ

7.b. The G-spaces |Σ| and |Σ|∧. Write ∆: simp(Σ) → Spaces for the functor
σ 7→ |∆σ| and define the realization functor

| − | : R → G-Spaces

Σ = (Σ, P ) 7→ ∆×simp(Σ) |P (−)|.

In the construction of CG(P ) for P ∈ P+All(G) we used the G-space |P |∧ from
Subsection 5.b, thought of as a resolution of |P |. We will need a similar resolution
for |Σ|. Define

| − |∧ : R → G-Spaces

Σ = (Σ, P ) 7→ ∆×simp(Σ) |P (−)|
∧.

The projections maps |P |∧ → ∗ induce a map

pΣ : |Σ|∧ → |Σ| = ∆×simpΣ ∗.

Let σ be a simplex of Σ. It comes with a canonical map

|∆σ| × |P (σ)|
∧ → |Σ|∧.

We will write this map as (x, λ) 7→ [x, λ]σ . Of course pΣ
(
[x, λ]σ

)
= x. Altogether

these canonical maps define the projection
∐

τ

|∆τ | × |P (τ)|
∧ qΣ
−−→ |Σ|∧

which is an identification of topological spaces. For a simplex σ the preimage of
Uσ ⊆ |Σ| under pΣ ◦ qΣ is

∐
τ,σ≤τ

(
|∆τ | \ ∂σ|∆τ |

)
× |P (τ)|∧, where ∂σ|∆τ | =⋃

µ⊆τ,σ 6⊆τ |∆µ|. We define λσ,τ :
(
|∆τ | \ ∂σ|∆τ |

)
× |P (τ)|∧ → |P (σ)|∧ to be the

composite of the projection
(
|∆τ | \ ∂σ|∆τ |

)
× |P (τ)|∧ → |P (τ)|∧ with the map

|P (τ)|∧ → |P (σ)|∧ induced by σ ⊆ τ . One easily checks that the map
∐

τ,σ≤τ

λσ,τ :
∐

τ,σ≤τ

(
|∆τ | \ ∂σ|∆τ |

)
× |P (τ)|∧ → |P (σ)|∧

factorizes over the projection
∐
τ,σ≤τ |∆τ | \ ∂σ|∆τ | × |P (τ)|∧ → (pΣ)

−1(Uσ), to a

map λσ : (pΣ)
−1(Uσ)→ |P (σ)|∧. We note that λσ

(
[x, λ]σ

)
= λ.

Example 7.2 (Realizations of JF (G) and JNF (G)). Let JF (G) = (ΣF (G), PF (G))
be as in Example 6.4. It is not hard to check that then |JF (G)| = ∗n∈N(

∐
F∈F G/F )

and |JF (G)|∧ = ∗n∈N(
∐
F∈F G) = ∗n∈N(G × F) hold. The canonical projection

(
∐
F∈F G) = G×F → F induces the projection pJF (G) : |JF (G)|∧ = ∗n∈N(G×F)→

∗n∈N(F) = |ΣF(G)|.
Similarly, |JNF (G)| = ∗n≤N(

∐
F∈F G/F ) and |JF (G)|∧ = ∗n≤N(

∐
F∈F G) =

∗n≤N(G × F). In this description of points in |JF (G)|∧ can be written as z =
[t0 · (g0, V0), . . . , tN · (gN , VN )] with ti ∈ [0, 1], gi ∈ G, Vi ∈ F where

∑
ti = 1. In

this notation [t0 · (g0, V0), . . . , tN · (gN , VN )] = [t′0 · (g
′
0, H

′
0), . . . , t

′
N · (g

′
N , H

′
N )] if and

only if ti = t′i for i = 0, . . . , N , and (gi, Vi) = (g′i, H
′
i) for all i with ti = t′i 6= 0.
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7.c. Foliated distance in |Σ|∧. We extend the notion of foliated distance from
Subsection 5.d to R. Let Σ = (Σ, P ) ∈ R and β, η, ǫ > 0. For z, z′ ∈ |Σ|∧ we write

dΣ-fol(z, z
′) < (β, η, ǫ),

iff the following two conditions are satisfied

(7.3a) d∞
(
pΣ(z), pΣ(z

′)
)
< ǫ;

(7.3b) for all σ ∈ simp(Σ) with pΣ(z) ∈ Kσ,ǫ or pΣ(z
′) ∈ Kσ,ǫ, we require

dP (σ)-fol

(
λσ(z), λσ(z

′)
)
< (β, η).

Note that the first condition implies that if pΣ(z) ∈ Kσ,ǫ or pΣ(z
′) ∈ Kσ,ǫ, then

both, pΣ(z) and pΣ(z
′), belong to Uσ, and both, λσ(z) and λσ(z

′), are defined.
We note that this definition is compatible with restrictions to subcomplexes.

More precisely, let Σ′ ⊆ Σ be a subcomplex and let Σ′ := (Σ′, P |simp(Σ′)). If σ is

a simplex of Σ′, then KΣ′

σ,ǫ = Σ′ ∩KΣ
σ,ǫ, where the upper index indicates in which

complex we formKσ,ǫ. Thus for z, z
′ ∈ |Σ′|∧ ⊆ |Σ|∧ we have dΣ′-fol(z, z

′) < (β, η, ǫ)
iff dΣ-fol(z, z

′) < (β, η, ǫ).

Remark 7.4. Recall that we think of V -foliated distance on G as a way to get
around the problem that there may not exist G-invariant metrics on G/V , see
Remark 5.4

Given Σ = (Σ, P ) ∈ R, we would ideally like to equip the G-space |Σ| with a
G-invariant metric (and as for G/V we would be interested in small distances in
|Σ|). However, this space can have isotropy groups for which the orbit G/V admits
no G-invariant metric and then neither does |Σ|. The notion of foliated distance
in |Σ|∧ is our replacement for |Σ| with (a non-existing) G-invariant metric. A way
to think about this replacement is that we add to points in |Σ| a choice of lift to
|Σ|∧, where the choice of lift is only relevant up to bounded distance in the fibers
for |Σ|∧ → |Σ|. Alternatively, we can think of this as adding to points in |Σ| a
choice of lift to |Σ|∧, where the choice of lift is only relevant up to foliated distance
in the fibers for pΣ : |Σ|∧ → |Σ|.

Remark 7.5. One should think of dΣ-fol(z, z
′) < (β, η, ǫ) as a two stage condition.

The first stage just uses the images of z, z′ in |Σ| and requires their distance to be
< ǫ. For general z and z′ we can not compare the two fibers for pΣ : |Σ|∧ → |Σ| con-
taining them. But whenever one of z and z′ projects into Kσ,ǫ, then λσ(z), λσ(z

′) ∈
P (σ) are both defined and we require dP (σ)-fol(λσ(z), λσ(z

′)) < (β, η) in the second
stage of the condition.

We point out the following detail about the second stage. Recall Kσ,ǫ ⊆ Uσ.
One might be tempted to require dP (σ)-fol(λσ(z), λσ(z

′)) < (β, η) whenever both z
and z′ project into Uσ, as this suffices for λσ(z), λσ(z

′) to be defined. However, if
neither z nor z′ projects into Kσ,ǫ (but their images in |Σ| are close), then both z

and z′ are close to p−1
Σ

(
|∆τ |

)
for a simplex τ (of smaller dimension than σ) and in

passing from z to z′ one might take a short-cut through p−1
Σ (|∆τ |) and mostly avoid

p−1
Σ (|∆σ|). Thus in this situation dP (σ)-fol

(
λσ(z), λσ(z

′)
)
is not necessarily relevant

in comparing z and z′. Requiring that that at least one of z and z′ projects into
Kσ,ǫ avoids this problem.

More formally, our formulation of (7.3a) and (7.3b) guarantees (using Lemma 5.6)
the following version of the triangle inequality. Given β > 0, η > 0 there is ρ > 0
such that for ǫ > 0, z, z′, z′′ ∈ |Σ|∧ we have

dΣ-fol(z, z
′) < (β, ρ, ǫ), dΣ-fol(z

′, z′′) < (β, ρ, ǫ) =⇒ dΣ-fol(z, z
′′) < (2β, η, 2ǫ).

Example 7.6 (Foliated distance for JNF (G)). For JNF (G) = (ΣNF (G), PF (G)) from
Example 6.4 we can use the join description of |JNF (G)|∧ = ∗n≤N(G × F) from
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Example 7.2 to unravel the definition of the foliated distance as follows. Let z :=
[t0 · (g0, V0), . . . , tN · (gN , VN )], z′ := [t′0 · (g

′
0, V

′
0), . . . , t

′
N · (g

′
N , V

′
N )] ∈ |JNF (G)|∧.

Then dJN
F (G)-fol(z, z

′) < (β, η, ǫ) if and only if

(7.6a) |ti − t′i| < ǫ for all i;
(7.6b) for all i with max{ti, t′i} we have Vi = V ′

i and dVi-fol(gi, g
′
i) < (β, η).

7.d. The G-control structures D(Σ) and D
0(Σ). Let Σ = (Σ, P ) ∈ R. In the

following definition we will define a control structure D(Σ) on |Σ|∧ × N×2. The
two N-directions will be used to encode two different control conditions. The first
factor will be used to encode a foliated control conditions over the P (σ), that is
compatible with C(P (σ)). The second N-factor will be used to encode an ǫ-control
condition over |Σ| with respect to d∞. In particular Definition 7.7 is not symmetric
in t0 and t1. The remarks following the definition provide some discussion and
motivation.

We will use the ℓ1-norm |(t0, t1)| = t0 + t1 on N×2.

Definition 7.7. Let Σ = (Σ, P ) ∈ R. We define the G-control structure D(Σ) =(
D1(Σ),D2(Σ),DG(Σ)

)
on the G-space |Σ|∧ × N×2 as follows.

(7.7a) D1(Σ) consists of all subsets F of |Σ|∧ × N×2 satisfying the following con-
ditions
•Finiteness over N×2: for all t ∈ N×2 the set F ∩ |Σ|∧ × {t} is finite;
•Compact support in |Σ|: for every t0 ∈ N there exists a finite subcom-
plex Σ0 of Σ such that F ∩ |Σ|∧ × {t0} × N ⊆ p−1

Σ

(
|Σ0|

)
× N×2;

•Finite dimensional support : F ⊆ |Σd|∧ × N×2;

(7.7b) D2(Σ) consists of all subsets E of
(
|Σ|∧ × N×2

)×2
satisfying the following

conditions

•Bounded control over N×2: there is α > 0 such that if
(
z′,t′

z,t

)
∈ E,

then |t− t′| ≤ α;
•Foliated control over Σ: for any ǫ > 0 there is k0 ∈ N such that for all
t0 ∈ N≥k0 there is β > 0 such that for all η > 0 there is k1 ∈ N such
that for all t1 ≥ N≥k1 and all z, z′ ∈ |Σ|∧, t′ ∈ N×2, with t := (t0, t1)
we have (

z′,t′

z,t

)
∈ E =⇒ dΣ-fol(z, z

′) < (β, η, ǫ);

(7.7c) DG(Σ) consists of all relatively compact subsets of G.

It is an exercise to check that this is indeed a G-control structure. To check
that D2(Σ) is closed under composition, the triangle inequality from Remark 7.5
is used.

We define the G-control structure D
0(Σ) =

(
D

0
1(Σ),D0

2(Σ),D0
G(Σ)

)
as follows.

Set D
0
1(Σ) := D1(Σ), D0

G(Σ) := DG(Σ). We define D
0
2(Σ) to consist of all E ∈

D2(Σ) satisfying (
z′,t′

z,t

)
∈ E =⇒ t′ = t.

Remark 7.8. Using quantifiers the foliated control in Definition 7.7 reads as

∀ǫ > 0 ∃k0 ∀t0 ≥ k0 ∃β > 0 ∀η > 0 ∃k1 ∀
(
t1 ≥ k1, z, z

′, t′
)
we have

(
z′,t′

z,t

)
∈ E =⇒ dΣ-fol(z, z

′) < (β, η, ǫ).

Remark 7.9 (ǫ-control over |Σ|). The foliated control condition in Definition 7.7
implies that for any ǫ > 0 there is k0 such that for all t0 ≥ k0 there is k1 such

that for all t1 ≥ k1 and all z, z′, t′ with
(
z′,t′

z,t

)
∈ E for t = (t0, t1) we have
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d∞
(
pΣ(z), pΣ(z

′)
)
< ǫ. A possible shape of a region in the N×2-plane where ǫ-

control holds for a fixed ǫ > 0 is illustrated in Figure 2.

k0 = k0(ǫ) t0

ǫ-control over |Σ|

k1 = k1(ǫ, t0)

Figure 2. Where we have ǫ-control.

Remark 7.10 (ǫ-control and excision). It is mostly the ǫ-control from Remark 7.9
that guarantees that K

(
D0
G(−)

)
as defined below is excisive as required in Propo-

sition 8.20. This is analogous to many other similar results in controlled topol-
ogy/algebra, see for example the construction of the homology theory associated to
the K-theory spectrum of a ring by Pedersen-Weibel in [46].

Remark 7.11 (Foliated control over P (σ)). The foliated control condition in Defi-
nition 7.7 includes a second stage40 that implies that for certain z, z′ ∈ |Σ|∧ we have
dP (σ)-fol

(
λσ(z), λσ(z

′)
)
< (β, η). See also Remark 7.5 where dΣ-fol(z, z

′) < (β, η, ǫ)
is explained as a two stage condition. Figure 3 illustrates where this (β, η)-control
applies along a vertical ray in the N×2 plane for fixed ǫ > 0 and t0. Here β(t0) is
fixed along the ray and η(t0, t1)→ 0 with t1 →∞.

k0 = k0(ǫ) t0

k1 = k1(ǫ, t0)

t1
(β(t0), η(t0, t1))-control

at (t0, t1)

Figure 3. Where we have (β, η)-control.

Remark 7.12 (On non-uniform compact support). An important aspect of Def-
inition 7.7 is that the compact support condition in (7.7a) is not uniform over all

40The first stage is the ǫ-control condition discussed in Remark 7.9
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t ∈ N×2. This creates some difficulties in the computation of DG(M) for M ∈ R0

in Proposition 8.5 (which would be easier using a uniform compact support condi-
tion). But the non-uniformness will be crucial for the construction of the required
transfer in Theorem 6.741. The construction of the transfer depends on certain
maps X → |JCvcy|∧ where X is the extended Bruhat-Tits building associated to G,
see Theorem D.1. The construction of these maps uses an intermediate step maps
X → FS (X), where FS (X) is the flow space associated to X , see Subsection D.iii.
In the construction of these latter maps the geodesic flow on FS (X) is used for
arbitrary long times. Roughly, this has the effect that the images of X in FS (X)
are spread out over large parts of FS (X) and ultimately we do not have uniform
control over the images of the maps X → |JCvcy|∧. This forces us to work with
the non-uniform compact support condition over |Σ|. This is also the reason for
the non-uniform nature of C1(P ) in Definition 5.8. The non-uniformness of this
compact support condition in turn force us to work with P -foliated control over
|P |∧ instead of continuous control of |P |, compare Remark 5.4.

Remark 7.13. In contrast to the compact support conditions, the finite dimen-
sional support condition is uniform in N×2. This is crucial for (and directly implies)
the skeleton continuity of D0

G in Proposition 8.22.

Definition 7.14. For Σ ∈ R we define Y(Σ) as the collection of all subsets Y of
|Σ|∧×N×2 satisfying the following condition: there is k0 such that for each t0 ≥ k0
there is k1 with

Y ∩ |Σ|∧ × {t0} × N≥k1 = ∅.

Definition 7.15. Let B be a category with G-support. For Σ ∈ R we apply
Definition 4.20 and define

DG(Σ;B) := BG(D(Σ),Y(Σ));

D0
G(Σ;B) := BG(D

0(Σ),Y(Σ)).

Often we drop B from the notation and write DG(Σ) = DG(Σ;B) and D0
G(Σ) =

D0
G(Σ;B).

Remark 7.16. The category DG(Σ) can be described slightly more explicit as
follows. Objects of DG(Σ) are objects of BG(D(Σ)). Morphisms in DG(Σ) are
equivalence classes of morphisms in BG(D(Σ)), where ϕ, ψ : (S, π,B)→ (S′, π′, B′)
are identified, if and on if there is Y ∈ Y(Σ) such that

ϕs
′

s = ψs
′

s

whenever s ∈ S, s′ ∈ S′ satisfy π(s), π′(s′) 6∈ Y .

Remark 7.17 (D0
G(Σ) as sequences). An advantage of D0

G(Σ) over DG(Σ) is that
it admits the following description. For t ∈ N×2 we can restrict to |Σ|∧ × {t} and
obtain a functor

rest : BG(D
0(Σ))→ BG(|Σ|

∧).

Write
∏′

N×2BG(|Σ|∧) for the following category. Objects are sequences (Bt)t∈N×2

of objects in BG(|Σ|∧). Morphisms are equivalence classes of sequences (ϕt)t∈N×2

of morphisms in BG(|Σ|∧), where two sequences (ϕt)t∈N×2 , (ϕ′
t)t∈N×2 are equivalent

41This issue comes also up in proofs of the Farrell–Jones Conjecture for certain discrete groups,
but somewhat less visible. For example the category DG(Y ;A) in [9, Sec. 3.3] does use a uniform
compact support condition, but the proof later also uses the category OG(Y, (Zn, dn)n∈N) where
the compact support condition is not uniform in n ∈ N.
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if there is k0 such that for any t0 ≥ k0 there is k1 such that for all t1 ≥ k1 we have
ϕt0,t1 = ψt0,t1 . The above restrictions combine to a faithful functor

(7.18) D0
G(Σ) →

∏′

N×2

BG(|Σ|
∧).

A sequence B = (Bt)t∈N×2 of objects in BG(|Σ|∧) is in the image of (7.18), if and
only if the following four conditions are satisfied:

(7.18a) supp1 B =
{
(z, t)

∣∣ z ∈ supp1 Bt

}
∈ D

0
1(Σ);

(7.18b) supp2 B =
{(

z′,t
z,t

) ∣∣∣
(
z′

z

)
∈ supp2 Bt

}
∈ D

0
2(Σ);

(7.18c) suppGB =
⋃
t∈N×2 suppGBt ∈ D

0
G(Σ);

(7.18d) Bt is finite for all t42.

A sequence of morphisms is in the image of (7.18) if and only if it is equivalent to
a sequence (ϕt)t∈N×2 of morphisms in BG(|Σ|∧) satisfying

(7.18e) supp2 ϕ =
{(

z′,t
z,t

) ∣∣ ( z′
z

)
∈ supp2 ϕt

}
∈ D

0
2(Σ);

(7.18f) suppG ϕ =
⋃
t∈N×2 suppG ϕt ∈ D

0
G(Σ).

For Σ = (Σ, P ) ∈ R and Q ∈ P+All(G) we have Σ×Q = (Σ, σ 7→ P (σ) ×Q) as
a special case of (6.3). Note that |Σ×Q|∧ = |Σ|∧ × |Q|∧.

Lemma 7.19. Let Σ ∈ R and Q ∈ P+All(G).

(7.19a) For F ∈ D
0
1(Σ), F ′ ∈ D

0
1(M) we have

{
(z, λ, t) | (z, t) ∈ F, (λ, t) ∈ F ′

}
∈ D

0
1(Σ×Q);

(7.19b) For E ∈ D
0
2(Σ), E′ ∈ D

0
2(M) we have

{(
z′,λ′,t
z,λ,t

) ∣∣∣
(
z′,t
z,t

)
∈ E,

(
λ′,t
λ,t

)
∈ E′

}
∈ D

0
2(Σ×Q).

Proof. This is an easy exercise in the definitions. �

Definition 7.20. For a category B with G-support we define the two functors
DG(−;B), D0

G(−;B) : R→ Spectra by

DG(Σ;B) := K
(
DG(Σ;B)

)
and D0

G(Σ;B) := K
(
D0
G(Σ;B)

)
.

We often abbreviate DG(−) = DG(−;B) and D0
G(−) = D0

G(−;B).

8. Properties of DG(−) and D0
G(−)

8.a. Computation of DG(P ). We write again I : P+All(G)→R for the inclusion.

Proposition 8.1. There is a zig-zag of equivalences ofP+All(G)-spectra between
I∗ΩK(DG(−)) and K(CG(−)).

The proof of Proposition 8.1 will need a preparation.

Definition 8.2. Let P ∈ P+All(G). Let Y0(P ) be the collection of all subsets Y of
|P |∧ × N× N that are contained in |P |∧ × N× {0, . . . , N} for some N (depending
on Y ). We define

Dfin
G (P ) := BG(D(P )|Y(P ),Y0(P ));

Dsw
G (P ) := BG(D(P ),Y0(P )).

Here Y(P ) is from Definition 7.14.

42This condition comes from the finite over points condition in (4.12a) and the finiteness over
N×2 in (7.7a).
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As DG(P ) = BG(D(P ),Y(P )) and Y0(P ) ⊆ Y(P ) we obtain a Karoubi sequence

(8.3) Dfin
G (P ) → Dsw

G (P ) → DG(P ).

Lemma 8.4. Let P ∈ P+All(G).

(8.4a) The inclusion |P |∧ ×N→ |P |∧ ×N×2, (λ, t) 7→ (λ, 0, t) induces an equiva-

lence CG(P )→ Dfin(P );
(8.4b) The K-theory of Dsw

G (P ) vanishes.

Proof. The first statement is an easy exercise in the definitions. The second comes
from a standard Eilenberg swindle on Dsw

G (P ) using the shift (λ, t0, t1) 7→ (λ, t0 +
1, t1); formally we use Lemma 4.28. Let P ∈ P+All(G). Let Σ ∈ R0 be the object
whose underlying simplicial complex consist of one vertex which is sent to P , i.e.,
Σ = I(P ). Now the point is that for z, z′ ∈ |Σ|∧ = |P |∧ we have for any ǫ > 0

dΣ-fol(z, z
′) < (β, η, ǫ) ⇐⇒ dP -fol(z, z

′) < (β, η).

Thus the conditions in (7.7b) are constant in the first coordinate. This is used
to verify (4.29d), the other assumptions of Lemma 4.28 are straight forward to
check. �

Proof of Proposition 8.1. The Karoubi sequence (8.3) induces a fibration sequence
in K-theory, see (4.23). Thus (8.4a) and (8.4b) give the result. �

8.b. Computation of DG(−) on R0.

Proposition 8.5. Let M = (M,P ) ∈ R0. The canonical map
∨

m∈M

K(DG(P (m)))
∼
−→ K(DG(M))

is an equivalence.

The proof of Proposition 8.5 requires some preparations.

Definition 8.6. Let M = (M,P ) ∈ R0. We define the G-control structure
D

dis(M) =
(
D

dis
1 (M),Ddis

2 (M),Ddis
G (M)

)
as follows. We set D

dis
1 (M) := D1(M)

and D
dis
G (M) := DG(M). We define D

dis
2 (M) to consist of all E ∈ D2(M) that

are 0-controlled over M , i.e., satisfy the following. Let
(
λ′,t′

λ,t

)
∈ E. Write m and

m′ for the images of λ and λ′ in M under the projection |M|∧ → M . We require
m = m′.

Let Y0(M) be the collection of all subsets Y of |M|∧×N×N that are contained
in |M|∧ × N× {0, . . . , N} for some N (depending on Y ). We define

D
dis,fin
G (M) := BG(D

dis(M)|Y(M),Y0(M));

D
dis,sw
G (M) := BG(D

dis(M),Y0(M));

Ddis
G (M) := BG(D

dis(M),Y(M)).

Remark 8.7. The ǫ-control aspect of the foliated control condition in (7.7b) implies
that for all E ∈ D2(M) there is Y ∈ Y(M) such that

E ∩ Y × Y ∈ D
dis
2 (M).

Lemma 8.8. Let M = (M,P ) ∈ R0.

(8.8a) The canonical map
⊕

m∈M

D
dis,fin
G (P (m))

∼
−→ D

dis,fin
G (M)

is an equivalence

(8.8b) The K-theory of Ddis,sw
G (M) vanishes.
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(8.8c) The inclusion Ddis
G (M)→ DG(M) is an equivalence.

Proof. The first statement follows from the compact support condition over |Σ| =
M in (7.7a) and the fact that we have 0-control over overM . The second statement

uses the Eilenberg swindle on D
dis,sw
G (M) induced by the map (λ, t0, t1) 7→ (λ, t0 +

1, t1), see Lemma 4.28. To verify (4.28d) it is again important that 0-control over
B is in D

dis(M) enforced for all t0 ∈ N43. The third statement is an easy exercise
in the definitions and uses the observation from Remark 8.7. �

Proof of Proposition 8.5. By (8.8c) it suffices to prove the assertion forDdis
G in place

of DG. The Karoubi sequence

D
dis,fin
G (M) → D

dis,sw
G (M) → Ddis

G (M)

induces a fibration sequence in K-theory, see (4.23). Using (8.8b) we obtain an

equivalence ΩK
(
Ddis
G (−)

) ∼
−→ K

(
D

dis,fin
G (−)

)
. Thus it suffices to prove the assertion

with D
dis,fin
G in place of Ddis

G . In this formulation the assertion follows from (8.8a).
�

8.c. The K-theory of D0
G(Σ) determines the K-theory of DG(Σ).

Proposition 8.9. There exists a diagram in R-Spectra

K
(
D0
G(−)

)
K
(
D0
G(−)

)
//oo K

(
D0
G(−)

)

K
(
D0
G(−)

)

OO

��

K
(
D0
G(−)

)
//oo

OO

��

K
(
D0
G(−)

)

OO

��

K
(
D0
G(−)

)
K
(
D0
G(−)

)
//oo K

(
D0
G(−)

)

whose homotopy colimit is equivalent to K
(
DG(−)

)
.

The proof of Proposition 8.9 requires some preparations.

Definition 8.10. We define the G-control structure

D
.5(Σ) =

(
D
.5
1 (Σ),D.5

2 (Σ),D.5
G(Σ)

)

as follows. Set D.5
1 (Σ) := D1(Σ), D.5

G(Σ) := DG(Σ). We define D
.5
2 (Σ) to consist

of all E ∈ D2(Σ) satisfying
(
z′,t′0,t

′
1

z,t0,t1

)
∈ E =⇒ t0 = t′0.

We set

D.5
G(Σ) := BG(D

.5(Σ),Y(Σ)).

Note that D0
2(Σ) ⊆ D

.5
2 (Σ) ⊆ D2(Σ) and so D0

G(Σ) ⊆ D.5
G(Σ) ⊆ DG(Σ).

Lemma 8.11. There are homotopy pushouts in R-Spectra

K
(
D0
G(−)

)
//

��

K
(
D0
G(−)

)

��

K
(
D.5
G(−)

)
//

��

K
(
D.5
G(−)

)

��

K
(
D0
G(−)

)
// K

(
D.5
G(−)

)
K
(
D.5
G(−)

)
// K

(
DG(−)

)
.

43Neither (8.8a) nor (8.8b) hold if we use D(M) instead of Ddis(M)
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We will only give the construction of the right homotopy pushout square in
Lemma 8.11; the construction of the left homotopy pushout square is entirely anal-
ogous.

Definition 8.12. For X ⊆ N let YX(Σ) be the collection of all subsets of |Σ|∧ ×
X × N. We define

DX
G (Σ) := BG(D(Σ)|YX (Σ),Y(Σ)).

The definition amounts to replacing |Σ|∧×N×N with |Σ|∧×X ×N. Note that
because of the bounded control requirement overN×N in (7.7b) the categoryDX

G (Σ)
depends on X with the metric it inherits from N. In particular, the properties of
DX
G (Σ) depend on the coarse structure of X .
We now choose natural numbers 0 = a0 < a1 < a2 < . . . such that an+1 − an →

∞ as n→∞. We set

A := [a0, a3] ∪ [a4, a7] ∪ [a 8, a11] ∪ [a12, a15] ∪ . . . ;

B := [a2, a5] ∪ [a6, a9] ∪ [a10, a13] ∪ [a14, a17] ∪ . . . ,

where [a, b] is the discrete interval {a, a+ 1, . . . , b}. The point is that each of the
three sets A, B and A ∩B is the infinite union of intervals, where both the length
and the distance between successive grow to ∞. We have

(8.13a) for any r there is R such that for a ∈ A \ B and b ∈ B we have either
a, b ≤ R or |b− a| ≤ r;

(8.13b) for any r there is R such that if |ai − aj | ≤ r and ai 6= aj , then ai, aj ≤ R.

Lemma 8.14. The square

K
(
DA∩B
G (−)

)
//

��

K
(
DA
G(−)

)

��

K
(
DB
G(−)

)
// K

(
DG(−)

)

is a homotopy pushout square in R-Spectra.

Proof. LetΣ ∈ R. We check that Lemma 4.27 applies to the above square evaluated
on Σ. Let YA ∈ YA(Σ), E ∈ D2(Σ) be given. Set YB := YA ∩

(
|Σ|∧ ×B ×N

)
and

Y ′
A := YA \ |Σ|∧ × B × N. Then YA ∈ YA(Σ), YB ∈ YB(Σ) and YA = Y ′

A ∪ YB .
The bounded control condition from (7.7b) together with (8.13a) implies that there
is R > 0 such that for all (z, t0, t1) ∈ (Y ′

A)
E we have t0 ∈ A or t0 ≤ R. Thus

(Y ′
A)
E ∈ YA(Σ) and Lemma 4.27 applies. �

Lemma 8.15. In R-Spectra, the functors K
(
DA∩B
G (−)

)
, K

(
DA
G(−)

)
, K

(
DB
G(−)

)

are all equivalent to K
(
D.5
G(−)

)
.

Proof. The argument is almost the same in all three cases. We treat K
(
DA
G(−)

)
.

Let A0 := {a0, a4, a8, a12, . . . }. We claim that for any Σ ∈ R

(8.15a) the bijection N → A0, i 7→ a4i induces an equivalence D.5
G(Σ) → DA0

G (Σ)
of categories;

(8.15b) the inclusion A0 → A induces an equivalence DA0

G (Σ) → DA
G(Σ) in K-

theory.

Clearly, (8.15a) and (8.15b) together give us an equivalence K
(
D.5
G(−)

)
→ K

(
DA
G(-

−)
)
.

The difference between D
.5(Σ) and D(Σ) is that for

(
z′,t′0,t

′
1

z,t0,t
′
1

)
∈ E ∈ D2(Σ) we

can have t′0 6= t0, while this does not happen for D.5
2 (Σ). However, if t0 = ai and

t′0 = ai′ then (8.13b) implies that either t0 = t′0 or t0, t
′
0 are bounded. More formally,
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for E ∈ D2(Σ) there is Y ∈ Y(Σ) such that (E\Y ×Y )∩
(
|Σ|∧×A0×N

)×2
∈ D

.5
2 (Σ)

and from this it is not difficult to verify (8.15a).
The Karoubi sequence

DA0

G (Σ)→ DA
G(Σ)→ BG(D(Σ)|YA(Σ),Y

A0(Σ))

induce a fibration sequence in K-theory, see (4.23). To prove (8.15b) it suffice
to show that BG(D(Σ)|YA(Σ),Y

A0(Σ)) admits an Eilenberg swindle. Set Z :=
|Σ|∧ ×A0 × N. Consider f : |Σ|∧ ×A× N→ |Σ|∧ ×A× N with

f(z, t0, t1) :=

{
(z, t0, t1) t0 ∈ A0

(z, t0 − 1, t1) t0 6∈ A0.

It is not difficult to check that Lemma 4.29 applies and we obtain a swindle on
B∧
G(E(Σ)|YA(Σ),Y

A0(Σ)). BG(E(Σ)|YA(Σ),Y
A0(Σ)). �

Proof of Lemma 8.11. The existence of the right hand square follows directly from
Lemma 8.14 and Lemma 8.15. The left hand square can be constructed by a similar
argument. �

Proof of Proposition 8.9. This follows from Lemma 8.11. �

8.d. Homotopy invariance for D0
G. Let M = (M,P ) ∈ R0. Let π : M ×∆n →

M be the projection. We obtain ∆d
M = (M ×∆d, P ◦π∗) ∈ R as in Subsection 6.e.

A choice of a point x0 ∈ |∆d| determines an inclusion i : M→∆d
M.

Proposition 8.16. The inclusion i induces an equivalence

K
(
D0
G(M)

) ∼
−→ K

(
D0
G(∆

d
M)

)
.

Proof. We have |∆d
M|

∧ = |M|∧ × |∆d|. Let Y(x0) be the collection of all subsets
of |M|∧ × {x} × N × N ⊂ |∆d

M|
∧ × N × N. Then D0

G(M) = BG(D0(M),Y(M)) is
equivalent to BG(D0(∆d

M)|Y(x0),Y(∆
d
M)). We obtain a Karoubi sequence

BG(D
0(∆d

M)|Y(x0),Y(∆
d
M))→ BG(D

0(∆d
M),Y(∆d

M))

→ BG(D
0(∆d

M),Y(∆d
M) ∪ Y(x0))

as in (4.23). It suffices to show that the K-theory of right most category of this se-
quence is trivial. To this end we produce an Eilenberg swindle and use Lemma 4.29
with Z = |M|∧×{x0}×N×N. The point of the swindle is that we can contract |∆d|
linearly to {x0}. The ǫ-control part (see (7.3a)) of the foliated control condition
in (7.7b) requires a bit of care here: with increasing t0 we need to push slower and
slower. More precisely, we construct f : |M|∧×|∆d|×N×N→ |M|∧×|∆d|×N×N

as follows. Write ft0 : |∆
d| → |∆d| for the map that sends x to the point x′ on the

straight line from x to x0 in |∆d|, whose distance from x is min{1/t0, d(x, x0)}. We
can set

f(λ, x, t0, t1) := (λ, ft0(x), t0, t1).

The foliated control condition in (7.7b) also involves foliated control over |(P ◦
π∗)({m} × σ)|∧ = |P (m)|∧ for each m ∈ M , see (7.3b). The map f preserves
this condition, because f acts as the identity on the |M|∧-coordinate and because
|(P ◦ π∗)({m} × σ) depends on m but not on σ (otherwise the passage from a
subsimplex to a larger simplex could create problems). With this observation it is
not difficult to check that the assumptions of Lemma 4.29 are satisfied. �
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8.e. Excision for D0
G(−). Let Σ = (Σ, P ) ∈ R be d-dimensional. Let Σ′ =

(Σ′, P ′) be its (d -1)-skeleton. For W ⊆ |Σ| we let |W |∧ be the preimage of W

under |Σ|∧
pΣ
−−→ |Σ| and define YW as the collection of all subsets of |W |∧ × N×2.

We set
D

0,W
G (Σ) := BG(D

0(Σ)|YW
,Y(Σ)),

i.e., D0,W
G (Σ) is the full subcategory of D0,W

G (Σ) on all objects whose support is

contained in |W |∧ × N×2. Setting Y+
W := YW ∪ Y(Σ), we can apply Lemma 4.26

to conclude that D0,W
G (Σ) is canonically equivalent to BG(D0(Σ)|Y+

W
,Y(Σ)).

Fix 0 < ǫ < 1/(d + 1). Let N be the (open44) ǫ-neighborhood of |Σ′| in |Σ|
(always with respect to the l∞-metric). The choice of ǫ guarantees |Σ′| ⊆ N ( |Σ|.
LetM be the complement of the ǫ/2-neighborhood of |Σ′| in |Σ|. Thus |Σ| = N∪M .

Lemma 8.17. The functor D0
G(Σ

′)→ D
0,N
G (Σ) induced by the inclusion Σ′ → Σ

yields an equivalence in K-theory.

Proof. First note that the inclusion Σ′ → Σ induces an equivalence D0
G(Σ

′) →

D
0,|Σ′|
G (Σ). We have a Karoubi sequence

BG(D
0(Σ)|Y|Σ′ |

,Y(Σ))→ BG(D
0(Σ)|YN

,Y(Σ))

→ BG(D
0(Σ|YN

,Y(Σ) ∪ Y|Σ′|))

as in (4.23). The first map can be identified with D
0,|Σ′|
G (Σ) → D

0,N
G (Σ). Thus

we need to show that the K-theory of the third term is trivial. To this end we
will use Lemma 4.28 to construct an Eilenberg swindle on BG(D0(Σ)|Y(N),Y(Σ)∪
Y|Σ′|). The swindle will be similar to the one constructed in the proof of homotopy
invariance in Proposition 8.16. This time we swindle towards |Σ′|∧ in |N |∧. Let
Z := |Σ′|∧×N×N. Let p : N → |Σ′| be the radial projection, i.e., if σ is a d-simplex
of Σ and x ∈ N ∩ |∆σ|, then p(x) is the unique point in |∂∆σ| such that x lies on
the straight line between p(x) and the barycenter of σ. Let ft(x) be the point on
the straight line from x to p(x) of distance min{1/(t + 1), d(x, p(x)) from x. Let
f∧
t : |N |∧ → |N |∧ be the map that sends [x, λ]σ ∈ |N |∧ to [ft(x), λ]σ . We now
define f : |N |∧ × N× N→ |W |∧ × N× N by

f(z, t0, t1) = (f∧
t0 , t0, t1).

It is not too difficult to check that the assumptions of Lemma 4.29 are satisfied.
As in the proof of Proposition 8.16, it is important here that ft pushes less with
increasing t, in order to preserve the ǫ-control part (see (7.3a)) of the foliated control
condition in (7.7b). As ft pushes linearly towards the boundary of |∆σ|, it does
preserve the sets Kτ,ǫ from (7.3b). With these observations it is easy to control the
interaction of f∧

t with the foliated control condition in (7.7b). �

Proposition 8.18. The diagram

D
0,M∩N
G (Σ) //

��

D
0,M
G (Σ)

��

D
0,N
G (Σ) // D0

G(Σ)

is a homotopy pushout.

Proof. It is not difficult to check that Lemma 4.27 applies, where we use Y0 :=
Y+
N , Y1 := Y+

M and observe that Y0 ∩ Y1 = YM∩N and that, as |Σ| = M ∪ N ,
D0
G(Σ)|YM∪N

= D0
G(Σ). To verify that the assumption from Lemma 4.25 (as

44We could equally well work with closed neighborhoods.
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required in Lemma 4.27) is satisfied, observe that the distance between points in
M \N and in N \M is uniformly bounded from below by some δ > 0. Let Y1 ∈ Y

+
M

and E ∈ D
0
2(Σ) be given. The ǫ-control requirement in (7.7b) for E gives us some

k0 ∈ N such that if
(
z′,t′0,t

′
1

z,t0,t1

)
∈ E with t0 = t′0 ≥ k0, then the distance of pΣ(z)

and pΣ(z
′) in |Σ| is < δ; in particular pΣ(z) and pΣ(z

′) are either both in M or
in N . Then with Y0 := |Σ|∧ × N≤k0 ∈ Y(Σ) ⊆ Y+

N , Y ′
1 := Y1 \ Y1 ∈ Y

+
M we have

(Y ′
1)
E ∈ Y+

M . �

Let now Σ̂ = (Σ̂, P̂ ) be as in Subsection 6.f, i.e., Σ̂ = B ×∆d, where B is the

set of d-simplices of Σ. We can also apply the previous definitions to Σ̂ and obtain

N̂ , D0,M̂
G (Σ̂) and so on.

Lemma 8.19. The functors

D
0,M̂∩N̂
G (Σ̂)→ D

0,M∩N
G (Σ) and D

0,M̂
G (Σ̂)→ D

0,M
G (Σ)

induced by the projection Σ̂
f
−→ Σ are equivalences.

Proof. The projection |Σ̂|
f
−→ Σ| restricts to an bijection M̂ →M . The restrictions

of the l∞-metrics of |Σ̂| and |Σ| to M̂ and M are different, but agree on path
components. Moreover, in both cases the distance between points in different path
components is bounded from below by a universal constant (depending only on d).
With these observations it is not difficult to verify the assertion. �

Proposition 8.20. The diagram

(8.21) K
(
D0
G(Σ̂

′)
)

ι̂∗
��

f ′∗
// K

(
D0
G(Σ

′)
)

ι∗

��

K
(
D0
G(Σ̂)

) f∗
// K

(
D0
G(Σ)

)

obtained by applying K-theory to (6.6) is a homotopy pushout diagram.

Proof. Consider

D
0,M̂∩N̂
G (Σ̂) //

��

(1)

D
0,M̂
G (Σ̂)

��

D
0,M̂∩N̂
G (Σ̂) //

��

(3)

D
0,M̂
G (Σ̂)

��

D
0,N̂
G (Σ̂) //

��

(2)

D0
G(Σ̂)

��

D
0,M∩N
G (Σ) //

��

(4)

D
0,M
G (Σ)

��

D
0,N
G (Σ) // D0

G(Σ) D
0,N
G (Σ) // D0

G(Σ)

We will argue that (2) is a homotopy pushout in K-theory. This will give the

assertion of the proposition, as Lemma 8.17 (which also applies to Σ̂) allows us to

replace D0,N̂
G (Σ̂) with D0

G(Σ̂
′) and D

0,N
G (Σ) with D0

G(Σ
′). (Note that the positions

of the right/top and left/bottom corners in (8.21) and in (2) are switched.)

Proposition 8.18 (which also applies to Σ̂) tells us that (1) and (4) are homotopy
pushouts in K-theory. Lemma 8.19 implies that (3) is a homotopy pushouts in K-
theory as well. As the combinations of (1) with (2) and (3) with (4) agree, this
implies that (4) is homotopy pushouts in K-theory. �
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8.f. Skeleton continuity of D0
G(−).

Proposition 8.22. For any Σ ∈ R the canonical map

hocolim
d∈N

K
(
D0
G(Σ

d)
)
→ K

(
D0
G(Σ)

)

is an equivalence.

Proof. The finite dimensional support condition in Definition 7.7 directly implies
that D0

G(Σ) is the directed union of the D0
G(Σ

d) and this gives the result. �

9. Outline of the construction of the transfer

We now assume that B is a Hecke category with G-support. As before we
abbreviate D0

G(Σ) = D0
G(Σ;B). Theorem 6.7 asserts that the maps

(9.1) KD0
G

(
JCvcy(G)×M

) pM
−−→ KD0

G(M)

induced by the projections JCvcy(G)×M→M admit sections trM that are natural
in M ∈ R0. In this outline we will concentrate on the case where M = ∗ is the
terminal object45 in R; the general case requires no real additional input.

9.a. Sequences. To construct a section to (9.1) for M = ∗ we will work with finite
chain complexes and construct a homotopy coherent46 functor

(9.2) D0
G(∗)→ chfin IdemD0

G

(
JCvcy(G)

)
.

We use the sequence description of D0
G

(
Σ) from Remark 7.17 as a subcategory of∏′

N×2BG(|Σ|∧). We will for each t ∈ N×2 construct a (homotopy coherent) functor

F̃t : BG(∗) → chfin
(
IdemBG(|JCvcy(G)|

∧)
)

such that their product
∏′

N×2

F̃t : BG(∗) →
∏′

N×2

chfin
(
IdemBG(|JCvcy(G)|

∧)
)

restricts to the desired functor (9.2). This boils down to verifying the condi-
tions (7.18a), (7.18b), (7.18c), (7.18d), (7.18e), (7.18c) spelled out in Remark 7.17.

Objects in D0
G(∗) are sequences B = (Bt)t∈N×2 of objects in BG(∗), such that

suppGBt ⊆ K for all t for some compact subset K that does not depend on t.
(In fact, we will pass to a subcategory of BG(∗), and have a bit more control over

the suppGBt.) Write (F̃t(Bt))n for the n-th chain module of F̃t(Bt). In order for∏′
N×2 F̃t to restrict to the desired functor, we will, among other things, require

that supp1(F̃t(Bt))n ⊆ |JCvcy(G)|∧ is finite for all t ∈ N×2. Morphisms in D0
G(∗)

are (equivalence classes of) sequences of morphisms ϕ = (ϕt)t∈N×2 in BG(∗) such
that suppG ϕt ⊆ K for all t for some compact subset K that does not depend

on t. In order for
∏′

N×2 F̃t to restrict to the desired functor, we will, among
other things, need to verify the foliated control condition from (7.7b). This means
roughly the following. Given a compact subset K of G we need β > 0, ηt, ǫt > 0
for t = (t0, t1) ∈ N×2 with ηt → 0 as t1 → ∞ (for fixed t0) and ǫt → 0 as t0 → ∞
(uniform in t1), such that if ϕ is a morphism in BG(∗) with suppG ϕ ⊆ K, then

(
z′

z

)
∈ supp2 F̃t(ϕ) =⇒ dΣ-fol(z, z

′) < (β, ηt, ǫt).

45i.e., ∗ = (∆0, ∗P+All(G)).
46See Appendix C.
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These two required properties, finiteness for objects, and foliated control for mor-
phisms, are in tension with each other47. Let X be the extended Bruhat-Tits
building associated to G. The functors F̃t are constructed as a composition

BG(∗)
Ft

−→ chfin IdemBG(X)
(ft)∗
−−−→ chfin

(
IdemBG(|JCvcy(G)|

∧)
)

where the Ft are given by a tensor product with certain complexes over X and
ft : X → |JCvcy(G)|∧ are certain maps. We give a brief outline for both below.

9.b. The diagonal tensor product. Given two smooth G-representations V , W
we can equip V ⊗W with the diagonal action g · (v ⊗ w) = gv ⊗ gw. We obtain a
functor

V ⊗− : Rep(G) → Rep(G)

on categories of smooth representations. If the underlying vector space of V is
finite dimensional, then this functor preserves finitely generated and projective
representations. If V is the permutation representation of a smooth G-set Σ, then
for Hecke category B with G-suport this can be generalized48 to

Σ⊗− : BG(∗) → IdemBG(∗).

Moreover, a map c : Σ→ X determines a lift of this functor to

(Σ, c)⊗− : BG(∗) → IdemBG(X).

In Subsection 10.a we define a Z-linear category SG(X), whose objects are pairs
(Σ, c) as above, and in Subsection 11.c we obtain a functor

−⊗− : SG(X)× BG(∗) → IdemBG(X).

The functor (Σ, c)⊗− will provide a splitting for BG(X)→ BG(∗) if Σ = G/G, but
this does not give us enough flexibility to construct a sequence Ft that will satisfy
the foliated control condition from (7.7b). We can view the singular chain complex
S∗(X) of X as a chain complex over SG(X)49, see Subsection 10.b, and obtain

S∗(X)⊗− : BG(∗) → ch IdemBG(X).

As X is contractible this functor is much closer to providing a splitting and is
much better compatible with control conditions for morphisms, see (11.9c). The
remaining problem is that the singular chain complex is very large and this will lead
to conflict with the finiteness conditions (7.7a), see Remark 11.11. Of course, asX is
contractible, S∗(X) is finite up to homotopy. But such a homotopy involves moving
through X and incorporating it into our construction would again lead to conflict
with the foliated control condition from (7.7b). The solution is a compromise
between X and a point. We will use large balls Bt in X . Moreover, in place of the
singular complex we will use the simplicial complex of a suitable (fine) triangulation
of Bt. The balls Bt are not G-invariant. To resolve this we use that Bt ⊆ X is
a deformation retract via the radial projection X → Bt. This way Bt inherits a
homotopy coherent G-action from the G-action on X . Altogether we will construct
a homotopy coherent functor

Ft : BG,Ut
(∗) → chfin IdemBG(X),

47For example, it is not difficult to construct a functor F : BG(∗) → chfin

(
BG(|JCvcy(G)|∧)

)

such that for ( zz ) ∈ supp2 F̃t(ϕt) we even have z = z′, but such an F will fail the required
finiteness property for objects, see Remark 11.11.

48The formula in Subsection 11.c looks a priori different. The translation between the two
functors uses a shearing isomorphism.

49For technical reason we will have to replace X with the set S(X) of singular simplices in X
and view S∗(X) as a chain complex over SG(S(X)); applying the barycenter map S(X) → X we
then obtain a chain complex over SG(X).
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see Subsection 11.g. Here Ut is the compact open subgroup of G that fixes the
ball Bt pointwise and BG,Ut

(∗) ⊆ BG(∗) is the full subcategory on objects (S, π,B)
where suppB(s) ⊆ Ut for all s. Passing to this subcategory is not a serious restric-
tion, by the support cofinality property (3.2d) for B, the idempotent completions
of BG,Ut

(∗) and BG(∗) coincide. The deformation of X onto Bt still moves through
X , creating conflict with the foliated control condition from (7.7b). We will outline
how this conflict is resolved in the next subsection.

9.c. The maps X → |JCvcy(G)|∧. Recall that morphisms in D0
G(∗) have relatively

compact G-support. Using the equivalence relation on morphisms in D0
G(∗) (or in∏′BG(∗)) this means that in the construction of the F̃t for each fixed t we only

have to control its interaction with a relatively compact set in G, specified later in
Subsection 13.b and denotedMt. The important point is thatMt =Mt0,t1 →∞ as
t0 →∞. In a similar way we will for fixed t not need to worry about the deformation

of all of X onto Bt, but only about its restriction to the Lt-neighborhood B
(Lt)
t of

Bt. Here it will be important that Lt = Lt0,t1 → ∞ as t1 → ∞
50. This leads to

the following requirements for the maps ft : X → |JCvcy(G)|∧.

(a) The restriction of ft to B
(Lt)
t should be Mt-equivariant up to a JCvcy(G)-

foliated error-term; i.e., we have control over

dJCvcy(G)-fol(gft(x), ft(gx))

for g ∈Mt and x ∈ B
(Lt)
t . The precise formulation is (13.1a);

(b) The restriction of ft to the tracks of the radial deformation of B
(Lt)
t to Bt is

constant up to a JCvcy(G)-foliated error-term; i.e., we have control over

dJCvcy(G)-fol(ft(x), ft(πR′ (x)))

for x ∈ B
(Lt)
t and πR′ (x) on the geodesic between x and its image in Bt under

the radial projection B
(Lt)
t → Bt. The precise formulation is (13.1b).

There is third requirement (13.1c) for ft. This should be thought of as a sub-
stitute for continuity of ft. In fact, with a more careful choice for the resolution
|JCvcy(G)|∧ → |JCvcy(G)| we could arrange for the ft to be continuous, but we
found it more convenient to allow some non-continuity for the ft. The construction
of the ft uses a geodesic flow on X and depends on the fact that X is CAT(0). It
is outlined in Appendix D, details are worked out in [6].

10. The category SG(Ω)

Throughout this section we fix a smooth G-space X . We assume that for K ⊆ X
compact, the pointwise isotropy group GK =

⋂
x∈K Gx is an open subgroup of G.

Later X will be the extended Bruhat-Tits building associated to a reductive p-adic
group.

10.a. The category SG(Ω).

Definition 10.1. For a smooth G-set Ω we define the additive category SG(Ω) as
follows. Objects are pairs V = (Σ, c) where Σ is a smooth G-set and c : Σ → Ω
is a G-map. A morphism ρ : V = (Σ, c) → V′ = (Σ′, c′) is an Σ × Σ′-matrix

(ρσ
′

σ )σ∈Σ,σ′∈Σ′ over Z satisfying the following two conditions

(10.1a) for all σ ∈ Σ the set {σ′ ∈ Σ′ | ρσ
′

σ 6= 0} is finite;

(10.1b) for all g ∈ G, σ ∈ Σ, σ′ ∈ Σ′ we have ρgσ
′

gσ = ρσ
′

σ .

50Typically the radii of the Bt will grow much quicker than the Lt.
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The support of ρ is

supp2 ρ :=
{(

c′(σ′)
c(σ)

) ∣∣∣ ρσ′

σ 6= 0
}
⊆ Ω× Ω.

The support of V is supp1 V := c(Σ). Composition is matrix multiplication (ρ′ ◦

ρ)σ
′′

σ :=
∑

σ′ ρ′
σ′′

σ′ ◦ ρσ
′

σ . We will say that V is finite, if Σ is finite.

The identity idV ofV = (Σ, c) is given by (idV)σ
′

σ = 1 for σ = σ′ and (idV)σ
′

σ = 0
for σ 6= σ′.

10.b. The singular chain complex of X as a chain complex over SG(S(X)).
Let Sn(X) be the set of singular n-simplices of X . Let S(X) be the union of the
Sn(X). By our assumption on X this is a smooth G-set via the G-action on X .
Let cn : Sn(X)→ S(X) be the inclusion. We obtain (Sn(X), cn) ∈ S

G(S(X)). We
define ∂n : (Sn(X), cn)→ (Sn−1(X), cn−1) by

(10.2) (∂n)
σ′

σ :=

{
(−1)i if σ′ is the i-th face of σ;

0 else.

We write S∗(X) ∈ chSG(S(X)) for the chain complex in SG(S(X)) obtained this
way.

Later we will use the G-map bary: S(X) → X that sends σ : |∆n| → X to
the image of the barycenter of |∆n| under σ. Then bary∗(S∗(X)) ∈ chSG(X)51.
Working in SG(S(X)) and not in SG(X) will allow us to consider certain restrictions
in Subsection 12.d.

10.c. Subspace. For some purposes the singular chain complex S∗(X) is too big.
To replace it by smaller chain complexes we will pass from X to a subspace (and
later to a subspace equipped with a triangulation). Typically, the subspace will not
be G-invariant, and we will have to pass to an open subgroup as well.

Let U ⊆ G be an open subgroup. Let D ⊆ X be a U -invariant subspace52. We
write Sn(D) for the set of singular simplices of D. We obtain the chain complex
S∗(D) over SU (S(X)) whose n-th chain module is (SnD, cn|Sn(D)). The boundary
map is still given by (10.2).

Let D′ be a further U -invariant subspace. A U -equivariant map f : D → D′

induces a chain map f∗ : S∗(D)→ S∗(D
′) in chSU (S(X)) with

(f∗)
σ′

σ :=

{
1 if σ′ = f ◦ σ;

0 else.

A U -equivariant homotopy H : D × [0, 1] → D′ with H(−, 0) = f0, H(−, 1) = f1
determines a chain homotopy H∗ : (f0)∗ ≃ (f1)∗ by the usual formula. In order to
give the formula in detail, we write vk for the k-th vertex of ∆n and let ij : |∆n+1| →
|∆n| × [0, 1] be the affine map determined by

ij(vk) :=

{
(vk, 0) j ≤ k;

(vk−1, 1) j > k.

Then53

(H∗)
σ′

σ =
∑

j : σ′=H◦(σ×id[0,1])◦ij

(−1)j.

51A G-map f : Ω → Ω′ induces a map f∗ : chSG(Ω) → SG(Ω′) by composition.
52Later on D will be contained in the U -fixed point set XU

53Usually H∗ is not written as a matrix; for this reason the formula may not look familiar at
a first glance.
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Lemma 10.3. For H : D × [0, 1]→ D′ we have
(
σ′

σ

)
∈ supp2H∗ =⇒ im(σ′) ⊆ im(H ◦ σ × id[0,1]).

Proof. This is a direct consequence of the formula for H∗ reviewed above. �

Lemma 10.4. Let H : D × [0, 1] → D′ be a homotopy between f0 and f1. Let dX
be a metric on X. Assume that D is compact. Assume that for all s ∈ [0, 1] and
all x, x′ ∈ B we have

dX
(
H(x, s), H(x′, s)

)
≤ dX(x, x′).

Let ǫ > 0. Then there is a chain homotopy H̃ : S∗(D) → S∗+1(D
′) between (f0)∗

and (f1)∗ with the following property. Let
(
σ′

σ

)
∈ supp2 H̃

54. Then

(a) if the diameter of the image of σ is < κ, then the diameter of the image of σ′

is < κ+ ǫ;
(b) imσ′ ⊆ im(H ◦ σ × id[0,1]).

Proof. As D is compact we can find δ > 0 such that dX(H(x, s), H(x, s′)) < ǫ/2 for
all x ∈ D and all s, s′ ∈ [0, 1] with |s− s′| < δ. Now we choose 0 = s0 < s1 < · · · <

sn = 1 with |si+1 − si| < δ. Then H̃ :=
∑n
i=1(H |D×[si−1,si])∗ is a chain homotopy

between (f0)∗ and (f1)∗. Now supp H̃σ′

σ ⊆
⋃n
i=1 supp

(
(H |D×[si−1,si])∗

)
and it is

easy to check that H̃ has the required properties. �

10.d. Triangulations. Assume that the U -invariant subspace D of X is equipped
with a U -invariant triangulation, i.e., D = |K| for a simplicial complex K with a
smooth U -action. Assume that the triangulation is locally ordered, i.e., there is a
partial order on the set of vertices that restricts to a linear order on the vertex set
of every simplex. This ensures that every simplex in the triangulation determines
a unique singular simplex of D and therefore of X . In particular, we can view the
set simpn(D) of n-simplices of D as a subset of SnD. We obtain the chain complex
C∗(D) ∈ chSU (resUG S(X)), whose n-th chain module is (simpn(D), cn|simpn(D)).
It comes with an inclusion i : C∗(D)→ S∗(D) defined by

iσ
′

σ :=

{
1 if σ′ = σ;

0 else.

Let dX be a metric on X . For a singular simplex σ : ∆n → X we write imσ for its
image and (im σ)ǫ for the open ǫ-neighborhood of imσ.

Lemma 10.5. Assume that all simplices of the triangulation of D are of diameter <
ǫ. In chSU (S(X)) there exists a chain map r : S∗(D)→ C∗(D) with r◦i = idC∗(D)

and a chain homotopy H : idS∗(D) ≃ i ◦ r such that if
(
σ′

σ

)
∈ supp2 r ∪ supp2H,

then imσ′ ⊆ (imσ)ǫ.

Proof. This a minor variation of [9, Lem. 6.9]. Let K be the poset of subcom-
plexes of K ordered by inclusion. We view K as a category and work now in the
abelian category of ZK-modules55. For K0 ∈ K let C∗(K0) be the simplicial chain
complex of K0 and S∗(K0) be the singular chain complex of |K0|. This defines
chain complexes C∗ and S∗ of ZK-modules and it is not difficult to check that
the underlying ZK-modules Cn, Sn are free (and thus projective) for all n. Write
i : C∗ → S∗ for the inclusion. Each in : Cn → Sn is the inclusion of a direct sum-
mand. Moreover, i induces an isomorphism in homology (taken in the category of
ZK-modules). By general results in homological algebra (in abelian categories) it
follows that there exists a chain map r : S∗ → C∗ with r ◦ i = idC∗ and a homotopy

54The support of a graded map is the union of the supports of the maps in all degrees.
55That is in the category of functors K → Z-Mod.
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H : idS∗ ≃ i ◦ r. We can set r := r(K), H := H(K). The additional properties of

r and H follow from the functoriality in K of r and H : Suppose rσ
′

σ 6= 0. Let Kσ

be the smallest subcomplex of K such that |Kσ| contains imσ, so σ ∈ S∗(Kσ). As
r(Kσ) : S∗(Kσ)→ C∗(Kσ) it follows that σ

′ is a simplex ofKσ. Now |Kσ| ⊆ (imσ)ǫ

as the diameter of simplices in K are of diameter < ǫ. Thus imσ′ ⊆ (im σ)ǫ. The
same argument applies to H . �

11. Diagonal tensor products

Throughout this section we fix a G-set Λ and a smooth G-space X . Later we
will have Λ = |M|∧ for M ∈ R0, while for X we will take the extended Bruhat-Tits
building associated to a reductive p-adic group. We also fix a smooth G-set Ω.
Later Ω = S(X) will be the set of singular simplices of X .

To simplify the discussion we assume throughout this section that B is the cat-
egory B(G;R) from Example 3.3. This means in particular that if B = (S, π,B)
is an object from BG(Λ), then the B(s) for s ∈ S are compact open subgroups
of G. Also, if ϕ : B = (S, π,B) → (S′, π′, S′) is a morphism in BG(Λ), then the

ϕs
′

s are elements of the Hecke algebra H(G;R) satisfying ϕs
′

s (a
′ga) = ϕs

′

s (g) for all
a ∈ B(s), a′ ∈ B(s′).

Everything56 we need also works for general Hecke categories with G-support
and is treated in detail in [7, Sec. 7].
11.a. Precursor. Our first goal in this section is the construction of a bilinear
functor

−⊗− : SG(Ω)× BG(Λ)→ IdemBG(Ω× Λ).

The construction is easier under some simplifying assumptions. So we assume
for this subsection that G is discrete and consider the full subcategory B1

G(Λ) of
BG(Λ) on the objects (S, π,B), for which B(s) is the trivial subgroup for all s. For
V = (Σ, c) ∈ SG(X) and B = (S, π,B) ∈ B1

G(Λ), we can then define

(11.1) V ⊗B := (Σ× S, c× π, (σ, s) 7→ B(s)).

For ρ : (Σ, c)→ (Σ′, c′) and ϕ : (S, π,B)→ (S′, π′, B′) we can define

(11.2) (ρ⊗ ϕ)σ
′,s′

σ,s (g) := ρσ
′

gσ · ϕ
s′

s (g).

The general idea is that we use the G-action on Σ to twist morphisms in B1
G(Λ)

57.
In the general case these formulas do not define a functor; for example we can have
(ρ ⊗ ϕ)σ

′,s′

σ,s 6= (ρ ⊗ ϕ)σ
′,s′

σ,s (a′ga) for a′ ∈ B′(s′), a ∈ B(s). To account for this we
will replace (σ, s) 7→ B(s) with (σ, s) 7→ Gσ ∩ B(s). The only remaining drawback
is that the functor obtained this way does not preserve units. We will correct this
using the idempotent completion.

Remark 11.3 (Non-unital categories). In this remark we will contemplate cate-
gories without units. Let Bnu := H(G;R) be the Z-linear category with exactly

one object whose endomorphism ring is the Hecke algebra H(G;R). As H(G;R)
does not have a unit, Bnu is a non-unital category, but its idempotent completion
IdemBnu has units. Via U 7→ χU

µ(U) the category B = B(G;R) can be identified with

a full subcategory of IdemBnu. Definition 4.1 also makes sense for Bnu in place of B

56More precisely, there is a diagonal tensor product such that Lemmas 11.7, and 11.9, and
the identities (11.12), (11.13) are still valid, see [7, Lem. 7.41, 7.43, 7.44]. Everything else in this
section just depends on these results.

57The category B1
G(Λ) is equivalent to the category of free R[G]-modules. Under this equiv-

alence our functor is equivalent to ((Σ, c),M) 7→ Z[Σ] ⊗Z M , where the tensor product over Z is
equipped with the diagonal action of G.
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and we obtain the non-unital category Bnu
G (X). Now the formulas (11.1) and (11.2)

define a functor (of non-unital categories)

SG(Ω)× Bnu
G (Λ)→ Bnu

G (Ω× Λ).

Of course this functor sends idempotents to idempotents and so induces a functor
(of unital categories)

SG(Ω)× IdemBnu
G (Λ)→ IdemBnu

G (Ω× Λ).

One can now identify Bnu
G (Ω) with a full subcategory of IdemBnu

G (Ω) and use this
to obtain

SG(Ω)× BG(Λ)→ IdemBG(Ω× Λ).

This is essentially what we will do in Subsections 11.b and 11.c, although we will
avoid non-unital categories and instead give the resulting formulas more directly.

11.b. The diagonal tensor product ⊗0. We define

−⊗0 − : SG(Ω)× BG(Λ)→ BG(Ω× Λ)

as follows. For V = (Σ, c) ∈ SG(X) and B = (S, π,B) ∈ BG(Λ) we set

V ⊗0 B := (Σ× S, c× π, (σ, s) 7→ Gσ ∩B(s)).

For morphisms ρ : V = (Σ, c) → V′ = (Σ′, c′) in SG(Ω) and ϕ : B = (S, π,B) →
B′ = (S′, π′, B′) in BG(Λ) we define

(ρ⊗0 ϕ)
s,′σ′

s,σ (g) := ρσ
′

gσ · ϕ
s′

s (g)

as in (11.2).
We will check in Lemmas 11.4 and 11.5 below that ρ ⊗0 ϕ is well defined and

compatible with composition. While we do not claim that idV⊗0 idB is idV⊗0B,
compatibility with composition implies that idV⊗0 idB is an idempotent endomor-
phism of V ⊗0 B.

Lemma 11.4. Let ρ : V = (Σ, c)→ V′ = (Σ′, c′) in SG(Ω) and ϕ : B = (S, π,B)→
B′ = (S′, π′, B′) in BG(Λ). Then ρ ⊗0 ϕ : V ⊗0 B → V′ ⊗ B′ is a morphism in
BG(Ω× Λ)

Proof. For a ∈ Gσ ∩B(s), a′ ∈ Gσ′ ∩B(s′) we have

(ρ⊗0 ϕ)
σ′,s′

σ,s (a′ga) = ρσ
′

a′gaσ · ϕ
s′

s (a
′ga) =ρ(a

′)−1σ′

gσ · ϕs
′

s (g)

=ρσ
′

gσ · ϕ
s′

s (g) = (ρ⊗0 ϕ)
σ′,s′

σ,s (g),

so for fixed σ, σ′, s, s′, (ρ ⊗0 ϕ)
σ′,s′

σ,s : Gσ ∩ B(s) → Gσ′ ∩ B(s′) is a morphism in
B = B(G;R). We also need to check that ρ ⊗0 ϕ is column finite. Fix (σ, s). We

need to check that there are only finitely many (σ′, s′) with (ρ ⊗ ϕ)σ
′,s′

σ,s 6= 0. As

ϕ is column finite there is S′
0 ⊂ S′ finite such that ϕs

′

s 6= 0 implies s′ ∈ S′
0. The

ϕs
′

s are compactly supported. Thus there is M ⊆ G compact such that ϕs
′

s (g) 6= 0
implies g ∈M . As Σ is a smooth G-set, the set M · σ ⊆ Σ is finite. As ρ is column
finite there is Σ′

0 ⊂ Σ′ finite such that ρσ
′

gσ 6= 0 with g ∈ M implies σ′ ∈ Σ′
0. Now

if (ρ ⊗ ϕ)s
′,σ′

s,σ 6= 0, then for some g ∈ G we have ρσ
′

gσ 6= 0 and ϕs
′

s (g) 6= 0. Thus
(σ′, s′) ∈ Σ′

0 × S
′
0. �

Lemma 11.5. Let (S, π)
ϕ
−→ (S′, π′)

ϕ′

−→ (S′′, π′′) be composable morphisms in

BG(Λ) and (Σ, c)
ρ
−→ (Σ′, c′)

ρ′

−→ (Σ′′, c′′) be composable morphisms in SG(Ω). Then

(ρ′ ⊗0 ϕ
′) ◦ (ρ⊗0 ϕ) = (ρ′ ◦ ρ)⊗0 (ϕ

′ ◦ ϕ).
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Proof.

(
(ρ′ ⊗0 ϕ

′) ◦ (ρ⊗0ϕ)
)σ′′,s′′

σ,s
(g) =

∑

σ′∈Σ′,s∈S′

(
(ρ′ ⊗0 ϕ

′)σ
′′,s′′

σ′,s′ ◦ (ρ⊗0 ϕ)
σ′,s′

σ,s

)
(g)

=
∑

σ′∈Σ′,s∈S′

∫

x∈G

(ρ′ ⊗0 ϕ
′)σ

′′,s′′

σ′,s′ (gx) ◦ (ρ⊗0 ϕ)
σ′,s′

σ,s (x−1)

=
∑

σ′∈Σ′,s∈S′

∫

x∈G

(ρ′)σ
′′

gxσ′ · (ϕ′)s
′′

s′ (gx) · ρ
σ′

x−1σ · ϕ
s′

s (x
−1)

=
∑

σ′∈Σ′,s∈S′

∫

x∈G

(ρ′)σ
′′

gxσ′ · ρσ
′

x−1σ · (ϕ
′)s

′′

s′ (gx) · ϕ
s′

s (x
−1)

=
∑

σ′∈Σ′,s∈S′

∫

x∈G

(ρ′)σ
′′

gxσ′ · ρgxσ
′

gσ · (ϕ′)s
′′

s′ (gx) · ϕ
s′

s (x
−1)

=
∑

σ′∈Σ′,s∈S′

∫

x∈G

(ρ′)σ
′′

σ′ · ρσ
′

gσ · (ϕ
′)s

′′

s′ (gx) · ϕ
s′

s (x
−1)

= (ρ′ ◦ ρ)σ
′′

gσ · (ϕ
′ ◦ ϕ)s

′′

s (g)

=
(
(ρ′ ◦ ρ)⊗0 (ϕ

′ ◦ ϕ)
)σ′′,s′′

σ,s
(g).

�

11.c. The diagonal tensor product ⊗. For V ∈ SG(Ω) and B ∈ BG(Λ) we set

V ⊗B := (V ⊗0 B, idV⊗0 idB).

For morphisms ρ : V→ V′ in SG(X) and ϕ : B→ B′ in BG(Λ) we define

(ρ⊗ ϕ) := (ρ⊗0 ϕ) : V ⊗B→ V′ ⊗B′.

Now idV⊗ idB = idV⊗B. Altogether we have now defined a bilinear functor

(11.6) −⊗− : SG(Ω)× BG(Λ)→ IdemBG(Ω× Λ).

The following observation will often allow us to get rid of idempotent completions.

Lemma 11.7. Let V = (Σ, c) ∈ SG(Ω) and B = (S, π,B) ∈ BG(Λ). If Σ is fixed
pointwise by all B(s), then V ⊗B = V ⊗0 B.

Proof. The content of the lemma is that idV ⊗0 idB is the identity of V ⊗0 B, not
just an idempotent. Indeed, since Gσ ∩B(s) = B(s) for all σ and s we have

(idV⊗0 idB)
σ′,s′

σ,s (g) = (idV)σ
′

gσ(idB)
s′

s (g) = (idV⊗0B)
σ′,s′

σ,s (g).

�

For E ⊆ Ω× Ω and E′ ⊆ Λ× Λ we use the following convention

(11.8) E × E′ :=
{(

x′,λ′

x,λ

) ∣∣∣
(
x′

x

)
∈ E,

(
λ′

λ

)
∈ E′

}
⊆ (Ω× Λ)×2.

Lemma 11.9. Let V = (Σ, c) ∈ SG(Ω) and B = (S, π,B) ∈ BG(Λ).

(11.9a) If V and B are finite, then V ⊗0 B is finite as well;

(11.9b) supp1(V ⊗0 B) = supp1 V × supp1 B.

Let ρ : V = (Σ, c) → V′ = (Σ′, c′) in SG(Ω), ϕ : B = (S, π,B) → B′ = (S′, π′, B′)
in BG(Λ). Then for ρ⊗ ϕ in BG(Ω× Λ) we have

(11.9c) supp2(ρ⊗ ϕ) ⊆ supp2 ρ× supp2 ϕ;

(11.9d) suppG(ρ⊗ ϕ) ⊆ suppG ϕ.
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Proof. These claims are straight forward from the definitions. We give some details

for (11.9c). Let
(
x′,λ′

x,λ

)
∈ supp2(ρ ⊗ ϕ). Then there are σ ∈ Σ, σ′ ∈ Σ′, s ∈ S,

s′ ∈ S′, g ∈ G with (ρ ⊗ ϕ)σ
′,s′

σ,s (g) 6= 0 and x = gc(σ), x′ = c′(σ′), λ = gπ(s),

λ′ = π′(s′). By definition (ρ⊗ ϕ)σ
′,s′

σ,s (g) = ρσ
′

gσ · ϕ
s′

s (g) and thus
(
x′

x

)
=

(
c′(σ′)
gc(σ)

)
=

(
c′(σ′)
c(gσ)

)
∈ supp2 ρ and

(
λ′

λ

)
=

(
π′(s′)
gπ(s)

)
∈ supp2 ϕ. �

11.d. Tensor product with a singular chain complex. Consider the singular
chain complex S∗(X) ∈ chSG(S(X)) from Subsection 10.b. Using the diagonal
tensor product (11.6) we obtain a functor

S∗(X) ⊗ − : BG(Λ) → ch Idem
(
BG(S(X)× Λ)

)
.

Note that for a morphism ϕ : B→ B′ in BG(Λ) by (11.9c) we have

(11.10) supp2
(
idS∗(X)⊗ϕ

)
⊆

{(
σ,λ′

σ,λ

) ∣∣∣σ ∈ S(X),
(
λ′

λ

)
∈ supp2 ϕ

}
.

Remark 11.11 (Shortcomings of S∗(X)). Let J := |JF (G)|∧, M ∈ R0, and
Λ := |M|∧. Let f : S(X) → |JF (G)| be a G-equivariant map. Suppose also that

f̂ : S(X) → |JF (G)|
∧ is a lift of f . In light of (11.10) one might hope, that (f̂ ×

id|P |∧)∗(S∗(X)⊗−) induces a functor58

D0
G(P ) → ch IdemD0

G

(
JF (G)× P

)
,

(Bt)t∈N×2 7→
(
(f̂ × id|P |∧)∗(S∗(X)⊗Bt)

)
t∈N×2 ,

but this is not the case. Let (Bt)t∈N×2 = (St, πt, Bt)t∈N×2 ∈ D0
G(P ). Typically(

(f̂ × id|P |∧)∗(S∗(X)⊗Bt)
)
t∈N×2 will fail in two ways to define a chain complex in

IdemD0
G(P × JF ).

Firstly, the boundary maps (f̂ × id|P |∧)∗(∂n ⊗ idBt
) do not satisfy the required

control conditions to define morphisms in D0
G(JF (G) × P ). For example the ǫ-

control condition over |JF | from Remark 7.9 will typically fail. The support of

(f̂ × idP )∗(∂n ⊗ idBt
) is the set of all

(
f̂(x′),λ

gf̂(x),gλ

)
∈ (|JF |

∧ × |P |∧)×2

with g ∈ suppGBt(s) for some s ∈ S with πt(s) = x the barycenter of a singular n-
simplex σ ofX , and x′ the barycenter of a face of σ. Since we can always arrange for
the G-supports of the Bt(s) to be small, the appearance of g in the above formula
is not the main problem. The real problem comes from the difference between

f̂(x) and f̂(x′). This difference shrinks if we use only small singular simplices X .
Therefore, in the construction of a functor D0

G(P )→ D0
G(JF × P ) we will need to

work with chain complexes of simplices that get smaller as t→∞.

Secondly,
(
(f̂ × id|P |∧)∗(Sn(X) ⊗ Bt)

)
t∈N×2 typically does not define an object

of D0
G(JF ×P ). The singular chain complex is simply to big: Sn(X) is infinite and

so (7.18d) will fail. In order to overcome this problem we will replace X with a
suitable large ballD inX (which is compact). We will also replace singular simplices
with simplices from a triangulation ofD. The set of n-simplices simpnD is no longer
a smooth G-set, as D is not G-invariant in X , but simpnD will be invariant for a
compact open subgroup ofG. Moreover, theG-action onX still induces a homotopy
coherent action of G on D. Theorem D.1 provides maps X → |JCvcy(G)|∧. For
the restrictions of these maps to large balls we control the failure of equivariance
relative to this homotopy coherent action. Again we will need the construction to
vary in t ∈ N×2.

58We use the sequence description of D0
G(−) from Remark 7.17.
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11.e. Restriction to open subgroups. As discussed in Remark 11.11, in ap-
plications of the tensor product later on we will not always be able to work with
smooth G-sets, but will also need to consider U -invariant sets for an open subgroup
of G. To formalize this we discuss restrictions and inductions.

Let U be an open subgroup of G. Write resUG : G-Sets→ U -Sets for the restric-
tion functor. It induces a restriction functor

SG(Ω) → SU (resUGΩ),

(Σ, c) 7→ (resUGΣ, resUG c),

that we will also denote by resUG. We write indGU : BU (resUG Λ) → BG(Λ) for the
canonical inclusion59. This inclusion identifies BU (resUG Λ) with the subcategory of
BG(Λ) consisting of all objects and morphisms with G-support in U . Let us briefly
write

⊗G : SG(Ω) × BG(Λ) → IdemBG(Ω× Λ);
⊗U : SU (resUGΩ) × BU (resUG Λ) → IdemBU (resUG(Ω× Λ)),

for the tensor products. Directly from the definition it follows that for V ∈ SG(Ω)
and B ∈ BU (resUG Λ) we have

(11.12) indGU (res
U
GV ⊗U B) = V ⊗G indGU B.

Similarly, for morphisms ρ : V → V′ in SG(Ω) and ϕ : B → B′ in BU (res
U
G Λ) we

have

(11.13) indGU (res
U
G ρ⊗

U ϕ) = ρ⊗G indGU ϕ.

Because of these identities we will later often drop indGU and resUG from the notation
and simply write ⊗ = ⊗G = ⊗U .

11.f. The category BG,U(Λ). Let U be an open subgroup ofG. We write BG,U(Λ)
for the full subcategory of BG(Λ) on all objects with G-support in U . The induction

indGU : BU (resUG Λ) → BG(Λ) from Subsection 11.e factors through the inclusion
BG,U(Λ) ⊆ BG(Λ). Moreover, BG,U(Λ) is the full subcategory on objects in the

image of indGU . Because of support cofinality (3.2d) for B the inclusion BG,U(Λ) ⊆
BG(Λ) induces an equivalence on idempotent completions. Thus we can often work
with BG,U (Λ) in place of BG(Λ).

11.g. Tensor product with subcomplexes of S∗(X). Assume we are given

(11.14a) a compact open subgroup U of G and a compact U -invariant subspace D

of the U -fixed points XU with a locally ordered triangulation.

Then we obtain the simplicial chain complex C∗(D) ∈ chSU (resUG S(X)), see Sub-
section 10.d. The tensor product with C∗(D) then yields a functor

C∗(D) ⊗U − : BU (res
U
G Λ) → chBU (res

U
G(S(X)× Λ)).

Here we do not need the idempotent completion because of Lemma 11.7. Write
i : C∗(D) → resUG S∗(X) for the inclusion in chSU (resUG S(X)). Assume we are
given in addition

(11.14b) a chain map r : resUG S∗(X) → C∗(D) in chSU (resUG S(X)) with r ◦ i =
idC∗(D) and a chain homotopy H : i ◦ r ≃ idresU

G
S∗(X).

59More precisely, writing resU
G
B for the subcategory of B whose morphisms have support in U

we have indGU : resUG BU (res
U
G Λ) → BG(Λ).
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In chBU (resUG(S(X)× Λ)) we now obtain for each B ∈ BU (resUG Λ)

C∗(D)⊗U B
i⊗U idB

// resUG S∗(X)⊗U B
r⊗U idB

oo

where (r⊗U idB)◦(i⊗U idB) = idC∗(D)⊗UB and H⊗U idB : (i⊗U idB)◦ (r ⊗U idB) ≃

idresUG S∗(X)⊗B. Applying indGU and using (11.12) we obtain

indGU
(
C∗(D)⊗U B

) indG
U (i⊗U idB)

//
S∗(X)⊗G indGU B

indG
U (r⊗U idB)

oo

in ch IdemBG(S(X)×Λ). The main advantage of indGU (C∗(D)⊗UB) over S∗(X)⊗G

indGU B is that it is smaller and has better chances of satisfying control conditions.
Its disadvantage is that, as D is only U -invariant and not G-invariant, morphisms
ϕ : indGU B → indGU B′ in BG,U (Λ) do not induce maps indGU (C∗(D) ⊗U B) →

indGU (C∗(D) ⊗U B′). But idS∗(X)⊗ϕ is defined and we can use the composition

(11.15) indGU
(
C∗(D)⊗U B

) indG
U (i⊗U idB)

// S∗(X)⊗G indGU B

idS∗(X) ⊗
Gϕ

��

indGU
(
C∗(D)⊗U B′

)
S∗(X)⊗G indGU B′

indG
U (r⊗U idB)

oo

instead. While this is not strictly compatible with composition, the homotopies
indGU (H ⊗

U idB) guarantee that it is compatible with composition up to coherent
homotopy. From now on we will simply the notation as alluded to in Subsection 11.e
and drop indGU and resUG from the notation and simply write ⊗ = ⊗G = ⊗U .
Thus (11.15) abbreviates to

C∗(D)⊗B
i⊗idB

// S∗(X)⊗B

idS∗(X) ⊗ϕ

��

C∗(D)⊗B′ S∗(X)⊗B′.
r⊗id′

B
oo

In summary, we can use the data chosen in (11.14a) and (11.14b) to define a
homotopy coherent functor, see Definition C.1,

(11.16) F = (F 0, F 1, . . . ) : BG,U(Λ)→ chBG(S(X)× Λ)

as follows. For B ∈ BG,U (Λ) we set

F 0(B) := C∗(D)⊗B.

For a chain

B0
ϕ1
←− B1

ϕ2
←− . . .

ϕn
←−− Bn

of composable morphisms in BG,U(Λ) we define

Fn(ϕ1, . . . , ϕn) := (r⊗ idB0) ◦ (idS∗(X)⊗ϕ1) ◦ (H ⊗ idB1) ◦ . . .

· · · ◦ (H ⊗ idBn−1) ◦ (idS∗(X)⊗ϕn) ◦ (i⊗ idBn
).

It is not difficult to check that this defines a homotopy coherent functor, compare
Example C.3.

In Section 12 we will discuss the effect of (11.16) on supp2. For now we record
the following easy facts.

Lemma 11.17.

(11.17a) If B is finite, then all chain modules (F 0(B))n of F 0(B) are finite as well;
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(11.17b) We have supp1(F
0(B))n ⊆ simpn(D) × supp1 B and suppG(F

0(B))n ⊆
suppGB;

(11.17c) The n-th boundary map ∂
F 0(B)
n of F 0(B) satisfies suppG ∂

F 0(B)
n ⊆ suppGB.

Proof. This follows from (11.9a), (11.9b) and (11.9d). �

11.h. Projection back to Λ. The projection pr: S(X)×Λ→ Λ induces a functor

P : chBG(X × Λ)→ chBG(Λ).

We are interested in the composition of P with F from (11.16)

P ◦ F : BG,U(Λ)→ chBG(Λ).

Let
I : BG,U(Λ)→ chBG(Λ)

be the inclusion60. We construct a natural transformation τ : P ◦ F → I. Write ⋆
for the one-point space. Let p(C∗(D)) be the image of C∗(D) under the functor
SU (X)→ SU (⋆) induced by the projection X → ⋆. We can identify (P ◦ F )(A) ∼=
p(C∗(D)) ⊗ B, for B ∈ BG,U (Λ). Let 1G := (⋆, id⋆) ∈ SG(⋆). We have 1U :=
resUG 1G = (⋆, id⋆) ∈ SU (⋆). We can identify I(B) ∼= 1U ⊗B. The projection D → ⋆
induces an augmentation ǫ : p(C∗(D))→ 1U . Now for B ∈ BG,U(Λ) we define

(11.18) τB := ǫ⊗ idB : p(C∗(D)) ⊗B→ 1U ⊗B.

We will need the notion of a strict natural transformation between homotopy co-
herent functors, see Definition C.4.

Lemma 11.19. Under the canonical identifications (P ◦F )(B) ∼= p(C∗(D))⊗B and
I(B) ∼= 1U⊗B the maps (11.18) define a strict natural transformation τ : P ◦F → I,
see Example C.5.

Proof. This is a straight forward exercise in the definitions. �

Lemma 11.20. Suppose that D is contractible. Let B ∈ BG,U (Λ). Then in
ch IdemBG,U (Λ) there are a chain map f : 1U ⊗ B → p(C∗(D)) ⊗ B, and chain
homotopies h : f ◦ τB ≃ idp(C∗(D))⊗B, k : τB ◦ f ≃ id

1U ⊗B such that

supp2 f, supp2 h, supp2 h
′ ⊆ supp2 B,

suppG f, suppG h, suppG h
′ ⊆ suppGB ⊆ U.

In particular, τB is a homotopy equivalence.

Proof. Under the assumptions on D, p(C∗(D)) and 1U are homotopy equivalent
in chSU (⋆) (because the simplicial chain complex of D is homotopy equivalent to
the simplicial chain complex of a point). Thus in chSU (⋆) there are a chain map
f0 : 1U → p(C∗(D)), and chain homotopies h0 : f0 ◦ ǫ ≃ idp(C∗(D)), k0 : ǫ◦f0 ≃ id

1U
.

Now set f := f0 ⊗ idB, h := h0 ⊗ idB, and k := k0 ⊗ idB. The claims about supp2
and suppG follow from (11.9c) and (11.9d). �

12. Support estimates for homotopy coherent functors

Let X be a G-space equipped with a G-invariant metric dX . We assume that
for K ⊆ X compact the pointwise isotropy group GK is open in G. Let J and Λ
be further G-spaces. Let B be a Hecke category with G-support.

We will refine the construction of the homotopy coherent functor from Subsec-
tion 11.g and will be interested in its effect on supports of objects and morphisms.
Its construction and analysis will depend on a list of data. This section is very for-
mal and will be used later to check that a sequence of homotopy coherent functors
does descend to D0

G(−) as discussed in Subsection 9.a.

60Recall that BG,U (Λ) is a subcategory of BG(Λ).
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12.a. Set-up. Throughout this section we fix

- numbers L ∈ N, ρ > 0;

- a compact open subgroup U ⊆ G and a compact subset M ⊆ G with U ⊆M ;

- a subspace D ⊆ X with a locally ordered triangulation all whose simplices are
of diameter < ρ;

- a sequence of further subspacesD = D(0) ⊆ D(1) ⊆ · · · ⊆ D(L) withM ·D(l−1) ⊆

D(l) for l = 1, . . . , L; moreover we require that D(L) is pointwise fixed by U ;
- a retraction r0 : X → D for the inclusion i0 : D → X , i.e., r0 ◦ i0 = idD;

- a homotopy H0 : i0 ◦ r0 ≃ idX ; we will assume that H0 is non-expanding, i.e.,

for all τ ∈ [0, 1], x, x′ ∈ X we require dX(H0(x, τ), H0(x′, τ)) ≤ dX(x, x′); we
also assume that H0 preserves the D(l), i.e., we require H0(D(l)× [0, 1]) ⊆ D(l);

- a map f : X → J ;

- a subset E ⊆ J × J .

We do not assume that f is G-equivariant.

Remark 12.1 (Some explanations for the list of data). Later

- X will be the extended Bruhat-Tits building for the reductive p-adic group G;

- the D(i) will be an increasing sequence of balls around a common center;

- r0 will be the radial projection and H0 will be the associated radial homotopy;

- U will be the pointwise isotropy group of D(L);

- Λ will be |M|∧ for some M ∈ R0;

- J will be |JCvcy(G)|∧;

- f : X → J will come from Theorem D.1.

Below U , B, r0, and H0 will be used to construct a homotopy coherent functor

BG,U(Λ)→ chBG(S(X)× Λ)

as in Subsection 11.g. Let bary: S(X) → X be the map that sends a singular
simplex to its barycenter. We can then compose with (f ◦ bary× idΛ)∗ and obtain
a homotopy coherent functor

BG,U(Λ)→ chBG(J × Λ)

and will be interested in estimates for the support of objects and morphisms under
this latter functor, see Proposition 12.8 below. For these estimates we will bound
the G-support of morphisms and objects by M and we will treat chains of at most
L-composable morphisms. The upper bound for supp2 will be in terms of E.

We will work under the following assumptions throughout this section.

Assumption 12.2.

(12.2a)
{(

f(gx)
gf(x)

) ∣∣∣ x ∈ D(L), g ∈M
}
⊆ E;

(12.2b)
{(

f(H0(x,τ))
f(x)

) ∣∣∣ x ∈ D(L), τ ∈ [0, 1]
}
⊆ E;

(12.2c)
{(

f(x′)
f(x)

) ∣∣∣ x, x′ ∈ D(L), dX(x, x′) ≤ (L + 1)ρ
}
⊆ E.

12.b. From S(X) to J . Set

EX :=
{(

x′

x

) ∣∣ x, x′ ∈ D(L), dX(x, x′) ≤ (L+ 1)ρ
}

∪
{(

H0(x,τ)
x

) ∣∣ x ∈ D(L), τ ∈ [0, 1]
}
⊆ X ×X ;

ES := (bary× bary)−1(EX) ⊆ S(X)× S(X).

We note that EX ⊆ E◦2
X and ES ⊆ E◦2

S . We use again the convention for products
from (11.8).



ALGEBRAIC K-THEORY OF REDUCTIVE p-ADIC GROUPS 61

Lemma 12.3. Let E′ ⊆ Λ × Λ, Φ: B → B′ ∈ BG(S(X) × Λ), and ν ∈ N.
Suppose supp1 B ⊆ S(D(L)) × Λ, supp2 Φ ⊆ E◦ν

S × E
′, and suppG Φ ⊆ M . Then

supp2(f ◦ bary× idΛ)∗Φ ⊆ E◦(ν+1) × E′.

Proof. By (4.7), and since bary and idΛ are G-equivariant, supp2(f ◦bary× idΛ)∗Φ
is contained in

(f ◦ bary idΛ)
×2(E◦ν

S × E
′) ◦

{(
f(g bary(σ)),gλ
gf(bary(σ)),gλ

) ∣∣∣ (σ, λ) ∈ S(D(L))× Λ, g ∈M
}
.

We have

(f ◦ bary idΛ)
×2(E◦ν

S × E
′) ⊆ ((f ◦ bary)×2(E◦ν

S ))× E′

⊆ ((f ◦ bary)×2(ES))
◦ν × E′ ⊆ E◦ν × E′

and, by (12.2a)
{(

f(g bary(σ)),gλ
gf(bary(σ)),gλ

) ∣∣∣ (σ, λ) ∈ S(D(L))× Λ, g ∈M
}
⊆ E ×

{(
λ
λ

) ∣∣ λ ∈ Λ
}
.

Thus

supp2(f ◦ bary× idΛ)∗Φ ⊆
(
E◦ν × E′

)
◦
(
E ×

{(
λ
λ

) ∣∣ λ ∈ Λ
})
⊆ E◦(ν+1) × E′.

�

12.c. Construction of r and H. We write C∗(D) ∈ chSU (S(X)) for the simpli-
cial chain complex of D and S∗(X) ∈ chSG(S(X)) for the singular chain complex
of X . Let i : C∗(D)→ S∗(X) be the inclusion. For k, l ≤ L we define Sk,l ⊆ S(X)
as the collection of all singular simplices in X that are contained in D(l) and are of
diameter < kρ.

Lemma 12.4. There is a chain map r : S∗(X) → C∗(D) and a chain homotopy
H : S∗(X) → S∗(X) in chSU (S(X)) with r ◦ i = idC∗(B), H : i ◦ r ≃ idS∗(X)

satisfying the following: if
(
σ′

σ

)
∈ supp2 r∪supp2H with σ ∈ Sk,l and k ≤ L−1, l ≤

L, then

(12.4a) σ′ ∈ Sk+1,l;

(12.4b)
(
σ′

σ

)
∈ E◦2

S .

Proof. We will use imσ and (im σ)ρ as introduced in Subsection 10.d. We write
i1 : C∗(D)→ S∗(D) for the inclusion. By Lemma 10.5 there is r1 : S∗(D)→ C∗(D)
with r1 ◦ i1 = idC∗(D) and a chain homotopy H1 : S∗(D) → S∗+1(D) for i1 ◦ r1 ≃
idS∗(D). Moreover, Lemma 10.5 also yields

(12.4c) if
(
σ′

σ

)
∈ supp2(r

1)∪ ∈ supp2(H
1), then imσ′ ⊆ (imσ)ρ.

Next we use that H0 is not expanding and apply Lemma 10.4 to the homotopy H0

and obtain a chain homotopy H̃0 : (i0)∗ ◦ (r0)∗ ≃ idS∗(X) such that

(12.4d) if
(
σ′

σ

)
∈ supp2(H̃

0), then diam im(σ′) < diam im(σ) + ρ and imσ′ ⊆
im(H0 ◦ (σ × id[0,1])).

We have i = (i0)∗ ◦ i1 : C∗(D)→ S∗(X) and set

r := r1 ◦ (r0)∗ : S∗(X)→ C∗(D);

H := (i0)∗ ◦H
1 ◦ (r0)∗ + (H̃0)∗ : i ◦ r ≃ idS∗(X) .

Suppose
(
σ′

σ

)
∈ supp2 r with σ ∈ Sk,l. As r is a map to C∗(D), σ′ is simplex in

the triangulation of D, in particular σ′ ∈ Sk+1,l. Now rσ
′

σ 6= 0 implies that there is

τ with (r1)σ
′

τ 6= 0 and ((r0)∗)
τ
σ 6= 0. The latter means τ = r0 ◦ σ = H0(σ(−), 1).

In particular, ( τσ ) ∈ ES . As H0 is non-expanding, diam im τ ≤ diam imσ < kρ.
By (12.4c), imσ′ ⊆ (im τ)ρ. Thus dX(bary(σ′), bary(τ)) ≤ ρ + diam im τ < (k +
1)ρ ≤ Lρ and

(
σ′

τ

)
∈ ES . Therefore

(
σ′

σ

)
∈ E◦2

S .
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Suppose
(
σ′

σ

)
∈ supp2H with σ ∈ Sk,l. Then

(
σ′

σ

)
∈ supp2 H̃ or

(
σ′

σ

)
∈

supp2((i
0)∗ ◦H1 ◦ (r0)). In the first case, (12.4d) implies diamσ′ < diamσ + ρ <

(k + 1)ρ. Moreover, im σ′ ⊆ H0(imσ × [0, 1]). As H0 preserves D(l), this implies
σ′ ∈ Sk+1,l. Also bary(σ′) = H0(x, t) for some t ∈ [0, 1] and x ∈ imσ. Let
τ := H0(σ(−), t). Then ( στ ) ∈ ES . Also bary(σ′) ∈ im τ . As H0(−, t) is non-
expanding, dX(bary(σ′), bary(τ)) < diam im τ < diam im σ < kρ. Thus ( τσ ) ∈ ES .
Altogether,

(
σ′

σ

)
∈ E◦2

S .

In the second case there are τ , τ ′ with
(
σ′

τ ′

)
∈ supp2(i

0)∗,
(
τ ′

τ

)
∈ supp2H

1, and

( τσ ) ∈ supp2(r
0)∗. Now

(
σ′

τ ′

)
∈ supp2(i

0)∗ means τ ′ = σ′, while ( τσ ) ∈ supp2(r
0)∗

means τ = r0 ◦ σ = H0(σ(−), 1). In particular, ( τσ ) ∈ ES . Also, as H0 is non-
expanding, diam im τ ≤ diam imσ < kσ. Using (12.4c),

(
τ ′

τ

)
∈ supp2H

1 implies
im τ ′ ⊆ (im τ)ρ. In particular, dX(bary(τ ′), x) < ρ for some x ∈ im τ . Moreover,
diam imσ′ = diam im τ ′ < diam im τ + ρ < (k + 1)ρ. As H1 is a map to S∗(D), we
have imσ′ = im τ ′ ⊆ D. In particular, σ′ ∈ Sk+1,l. Now

dX(bary(σ′), bary(τ)) = dX(bary(τ ′), bary(τ))

≤ dX(bary(τ ′), x) + dX(x, bary(τ)) < ρ+ diam im τ < ρ+ kρ = (k + 1)ρ

implies
(
σ′

τ

)
∈ ES . Thus

(
σ′

τ

)
∈ E◦2

S . �

12.d. Estimates over S(X) × Λ. We now fix r and H as in Lemma 12.4. We
obtain a homotopy coherent functor as in (11.16)

F = (F 0, F 1, . . . , ) : BG,U (Λ)→ chBG(S(X)× Λ).

Recall that F0(B) = C(D)∗ ⊗B. Its n-th chain module is F0(B)n = C(D)n ⊗B.

Its n-th boundary map is ∂
F0(B)
n = ∂

C∗(D)
n ⊗ idB.

Lemma 12.5. Let B ∈ BG,U(Λ). Then

(12.5a) suppG F0(B)n ⊆ U , supp2 F0(B)n ⊆ ES × supp2 B;

(12.5b) suppG ∂
F0(B)
n ⊆ U , supp2 ∂

F0(B)
n ⊆ ES × supp2 B.

Proof. We have supp2 idCn(D) ⊆ {(
σ
σ ) | σ ∈ S(D)} ⊂ ES . Diameters of simplices

in the triangulation of D are < ρ. If (∂
C∗(D)
n )σ

′

σ 6= 0, then im σ′ ⊆ imσ and

so dX(bary σ′, bary σ) < ρ. Therefore supp2 ∂
C∗(D)
n ⊆ ES . We have suppGB =

suppG idB ⊆ U , as B ∈ BG,U(Λ). Both (12.5a), and (12.5b) follow now from
Lemma 11.9. �

We will now use summands and corners as in Remarks 4.14 and 4.15 relative to
Sk,l ⊆ S(X). ForB ∈ BG,U(Λ) we abbreviate (Sn(X)⊗B)k,l := (Sn(X)⊗B)|Ss,l×Λ

and write

(Sn(X)⊗B)k,l
ik,l

−−→ Sn(X)⊗B
rk,l

−−→ (Sn(X)⊗B)k,l

for the corresponding inclusion and retraction. For Φ: Sn(X)⊗B→ Sn′(X)⊗B′

we set Φk
′,l′

k,l := rk
′,l′ ◦ Φ ◦ ik,l. We also set (i ⊗ idB)

k′,l′ := rk
′,l′ ◦ (i ⊗ idB), and

(r ⊗ idB)k,l := (r ⊗ idB) ◦ ik,l. This means

(Φk
′,l′

k,l )σ
′,s′

σ,s =

{
Φσ

′,s′

σ,s σ ∈ Sk,l, σ′ ∈ Sk
′,l′ ;

0 else;

((i⊗ idB)
k′,l′)σ

′,s′

σ,s =

{
(i ⊗ idB)

σ′,s′

σ,s σ′ ∈ Sk
′,l′ ;

0 else;

((r ⊗ idB)k,l)
σ′,s′

σ,s =

{
(r ⊗ idB)

σ′,s′

σ,s σ ∈ Sk,l;

0 else.
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Lemma 12.6. Let k, l ≤ L, B,B′ ∈ BG,U(Λ), ϕ : B → B′ ∈ BG,U(Λ) with
suppG ϕ ⊆M . Set E′ := supp2 ϕ ∪ supp2 B. Then

(12.6a) ik,l+1 ◦ (idS∗(X)⊗ϕ)
k,l+1
k,l = (idS∗(X)⊗ϕ) ◦ ik,l (provided l + 1 ≤ L);

(12.6b) supp2
(
(idS∗(X)⊗ϕ)

k,l+1
k,l

)
⊆ ES × E′ (provided l + 1 ≤ L);

(12.6c) ik+1,l ◦ (H ⊗ idB)
k+1,l
k,l = (H ⊗ idB) ◦ ik,l (provided k + 1 ≤ L);

(12.6d) supp2
(
(H ⊗ idB)

k+1,l
k,l

)
⊆ E◦2

S × E
′ (provided k + 1 ≤ L);

(12.6e) ik,l ◦ (i ⊗ idB)
k,l = i⊗ idB;

(12.6f) supp2
(
(i⊗ idB)

k,l
)
⊆ E◦2

S × E
′;

(12.6g) (r ⊗ idB)k,l = (r ⊗ idB) ◦ ik,l;

(12.6h) supp2
(
(r ⊗ idB)k,l

)
⊆ E◦2

S × E
′.

Proof. From (11.9d) we obtain suppG idS∗(X)⊗ϕ ⊆ suppG ϕ ⊆M . UsingM ·D(l) ⊆

D(l+1) we obtain (suppG idS∗(X)⊗ϕ) · S
k,l ⊆ M · Sk,l ⊆ Sk,l+1. If

(
σ′,λ′

σ,λ

)
∈

supp2 idS∗(X)⊗ϕ, then, by (11.9c),
(
σ′

σ

)
∈ supp2 idS∗(X) and so σ = σ′. Now

Lemma 4.17 gives (12.6a). Using (11.9c) and (4.16) we obtain

supp2(idS∗(X)⊗ϕ)
k,l+1
k,l ⊆

{(
σ,λ′

σ,λ

)∣∣∣σ ∈ Sk,l+1,
(
λ′

λ

)
∈ supp2 ϕ

}

and this implies (12.6b).
By (11.9d) suppGH⊗ idB, suppG r⊗ idB, and suppG i⊗ idB are all contained in

suppGB ⊆ U . As U fixes D(l), we have U ·Sk,l = Sk,l. If
(
σ′,λ′

σ,λ

)
∈ supp2H⊗ idB,

then, by (11.9c),
(
σ′

σ

)
∈ supp2H . If, in addition, σ ∈ Sk,l, then, by (12.4a),

σ′ ∈ Sk+1,l and by (12.4b)
(
σ′

σ

)
∈ E◦2

S . Now (12.6c) follows from Lemma 4.17
and (12.6d) follows from (11.9c) and (4.16). As (12.4a) and (12.4b) also apply to
r, and hold directly by definition for i, (12.6e), (12.6f), and (12.6h) follow from the
same argument. Finally, (12.6g) is the definition of (r ⊗ idB)k,l. �

Proposition 12.7. Let B0 = (S0, π0, B0)
ϕ1
←− . . .

ϕl←− Bl = (Sl, πl, Bl) be a chain
of composable morphisms in BG,U (Λ). Assume l ≤ L and suppG(ϕj) ⊆ M for all
j. Let E′ :=

⋃
supp2 ϕj ∪

⋃
j supp2 Bj ⊆ Λ× Λ. Then there are Φi : B

′
i → B′

i+1 ∈

BG,U(S(X)× Λ), i = 0, . . . , 2l such that

F l(ϕ1, . . . , ϕl) = Φ2l ◦ · · · ◦ Φ0

and suppG Φi ⊆M , supp2 Φ ⊆ E
◦2
S × E

′, supp1 B
′
i ⊆ S(D)× Λ for all i.

Proof. Recall that by construction

F l(ϕ1, . . . , ϕl) =(
r ⊗ idB0

)
◦
(
idS∗(X)⊗ϕ1

)
◦
(
H ⊗ idB1

)
◦ . . .

· · · ◦
(
H ⊗ idBl−1

)
◦
(
idS∗(X)⊗ϕl

)
◦
(
i⊗ idBl

)
.

Using (12.6a),(12.6c),(12.6e), and (12.6g) we can rewrite this as

F l(ϕ1, . . . , ϕl) =
(
r ⊗ idB0

)
l,l
◦
(
idS∗(X)⊗ϕ1

)l,l
l,l−1

◦
(
H ⊗ idB1

)l,l−1

l−1,l−1
◦ . . .

· · · ◦
(
H ⊗ idBl−1

)2,1
1,1
◦
(
idS∗(X)⊗ϕl

)1,1
1,0
◦
(
i⊗ idBl

)1,0
.

By (11.9d) (and since U ⊆ M) for each of these factors suppG is contained in
M . By (12.6b),(12.6d),(12.6f), and (12.6h), supp2 of each factor, is contained in
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E◦2
S ×E

′61. Finally, the domains of the factors are of the form (Sn(X)⊗Bi)k,l (or

C(D)⊗B0) and have therefore supp1 contained in S(D(L)). �

12.e. Estimates over J × Λ. We now consider the homotopy coherent functor

F̃ := (f ◦ bary× idΛ)∗ ◦ F : BG,U (Λ)→ chBG(J × Λ).

Proposition 12.8.

(12.8a) Let B ∈ BG,U (Λ) and E′ := supp2 B. Then

suppG F̃0(B)n ⊆ U, supp2 F̃0(B)n ⊆ E◦2 × E′,

suppG ∂
F̃0(B)
n ⊆ U, supp2 ∂

F̃0(B)
n ⊆ E◦2 × E′;

(12.8b) Let B0 = (S0, π0, B0)
ϕ1
←− . . .

ϕl←− Bl = (Sl, πl, Bl) be a chain of compos-
able morphisms in BG,U(Λ). Assume l ≤ L and suppG(ϕj) ⊆ M for all
j. Let E′ :=

⋃
supp2 ϕj ∪

⋃
j supp2 Bj. Then

supp2 F̃
l(ϕ1, . . . , ϕl) ⊆ (M2l(E◦3 × E′))◦(2l+1),

suppG F̃
l(ϕ1, . . . , ϕl) ⊆M2l+1.

The point here is that the upper bounds are in terms of E, E′, M and l and
independent of B and the ϕi.

Proof. Lemma 12.5 directly implies suppG F̃0(B)n, suppG ∂
F̃0(B)
n ⊆ U . Lemma 12.5

together with Lemma 12.3 implies supp2 F̃0(B)n ⊆ E◦2×E′, supp2 ∂
F̃0(B)
n ⊆ E◦2×

E′62. Thus (12.8a) holds.
Applying (f ◦ bary× idΛ)∗ to the factorization from Proposition 12.7 gives a

factorization
F̃ l(ϕ1, . . . , ϕl) = Φ̃2l ◦ · · · ◦ Φ̃0.

The estimates for the Φi from Proposition 12.7 translate to the Φ̃i. We get

suppG Φ̃i ⊆M directly from Proposition 12.7. Using in addition Lemma 12.3 we get

supp2 Φ̃i ⊆ E
◦3×E′. As suppG is submultiplicative we get suppG F̃

l(ϕ1, . . . , ϕl) ⊆
M2l+1. Using the composition formula 4.3 for supp2 it is not difficult to obtain an

explicit bound for supp2 F̃
l(ϕ1, . . . , ϕl), for example (M2l(E◦3 ×E′))◦(2l+1) works.

Thus (12.8b) holds. �

13. Construction of the transfer

Let G be a reductive p-adic group and X be the associated extended Bruhat-Tits
building. For each t ∈ N×2 we will construct the data considered in Section 12, i.e.,

- numbers Lt ∈ N, ρt > 0;

- compact open subgroups Ut ⊆ G and a compact subset Mt ⊆ G with Ut ⊆M ;

- a subspace Dt ⊆ X with a locally ordered triangulation all whose simplices are
of diameter < ρt;

- a sequence of further subspaces Dt = D
(0)
t ⊆ D

(1)
t ⊆ · · · ⊆ D

(Lt)
t with Mt ·

Dl−1
t ⊆ Dl

t for l = 1, . . . , Lt, and such that DL
t is pointwise fixed by Ut;

- a retraction r0t : X → Dt for the inclusion i0t : Dt → X , i.e., r0t ◦ i
0
t = idDt

;

- a homotopy H0
t : i

0
t ◦ r

0
t ≃ idX , that is not expanding, i.e., for all τ ∈ [0, 1],

x, x′ ∈ X we will have dX(H0
t (x, τ), H

0
t (x

′, τ)) ≤ dX(x, x′);

- a map ft : X → |JCvcy(G)|∧;

- a subset Et ⊆ |JCvcy(G)|
∧ × |JCvcy(G)|

∧.

61Here we use that ES ⊆ E◦2
S for our specific ES .

62As U fixes D pointwise we could here use E instead of E◦2, but the precise form of the
estimates is not important.
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Let M ∈ R0. As in Section 12 (with Λ = |M|∧) we obtain then for every t a
homotopy coherent functor

Ft = (F 0
t , F

1
t , . . . ) : BG,Ut

(|M|∧)→ chBG(S(X)× |M|∧)

and its composition

F̃t := ((ft ◦ bary)× id|M|∧)∗ ◦ Ft : BG,Ut
(|M|∧)→ chBG(|JCvcy(G)|

∧ × |M|∧).

We will verify Assumption 12.2 for each t. Thus the support estimates from
Proposition 12.8 will be available. These estimates will allow us to combine the
(ft × id|M|∧)∗ ◦ Ft to obtain a homotopy coherent functor

F̃M : D0
G(M)→ chD0

G(JCvcy(G))

and Lemmas 11.19 and 11.20 will imply that the F̃M induce the desired transfer
for

KD0
G

(
JCvcy(G) ×−

)
→ KD0

G(−)

in R0-Spectra.

13.a. Retractions to balls in X. We write dX for the CAT(0)-metric of X . We
fix a base point x0 ∈ X and write DR for the closed ball in X centered at x0.
We write πR : X → DR for the radial projection. We define the radial homotopy
HR : iR ◦ rR ≃ idX with HR(x, τ) = πτdX(x,x0)+(1−τ)R(x). The CAT(0)-condition
implies that HR is contracting, i.e.,

dX
(
HX
R (x, τ), HX

R (x′, τ)
)
≤ dX(x, x′)

for all R ≥ 0, τ ∈ [0, 1] and x, x′ ∈ X . Let U := Gx0 be the stabilizer of x0 in G.
As the action of G on X is smooth and proper, this is a compact open subgroup of
G.

13.b. Choosing the data. We choose for j ∈ N numbers ǫj > 0, ηj > 0, Lj ∈ N

and compact subsets Mj ⊆ G such that

ǫj → 0, ηj → 0, Lj →∞ as j →∞

and that for any K ⊆ G compact we have K ⊆ Mj for all but finitely many
j. We also assume that each Mj contains an open subgroup63. We set L+

j :=

Lj ·max{dX(x0, gx0) | g ∈Mj}.
Let N be the first number appearing in Theorem D.1. Given t0 ∈ N, we obtain

from Theorem D.1 applied to M = Mt0 and ǫ = ǫt0 a number βt0 and Vt0 ⊆ Cvcy
finite. Given further t1 ∈ N, we obtain again from Theorem D.1 applied to η = ηt1
and L = L+

t1 numbers Rt0,t1 > 0, ρ′t0,t1 > 0 and a map

ft0,t1 : X → |J
N
Vt0

(G)|∧

such that

(13.1a) for x ∈ DRt0,t1+L
+
t1

, g ∈Mt0 we have

dJ-fol
(
ft0,t1(gx), gft0,t1(x)

)
< (βt0 , ηt1 , ǫt0);

(13.1b) for x ∈ DRt0,t1+L
+
t1

, R′ ≥ Rt0,t1 we have

dJ-fol
(
ft0,t1(x), ft0,t1(πR′(x))

)
< (βt0 , ηt1 , ǫt0);

(13.1c) for all x, x′ ∈ X with dX(x, x′) < ρ′t1 we have

dJ-fol
(
ft0,t1(x), ft0,t1(x

′)
)
< (βt0 , ηt1 , ǫt0).

63To construct Mj we can choose a metric on G and take Mj to be the closed ball of radius j

around the unit in G. Since G is a td-group, Mj contains a compact open subgroup of G.
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Here and later we abbreviate dJ-fol = dJCvcy(G)-fol. For t = (t0, t1) we now define
respectively choose

- Lt := Lt1 , ρt := ρ′t/(Lt + 1), Mt := Mt0 , Dt := DRt
; as balls in a building the

Dt can be triangulated;

- D
(l)
t := DRt0,t1+

l
Lt
L+

t1

for l = 0, . . . , Lt;

- Ut a compact open subgroup that fixes D
(Lt)
t pointwise and is contained in Mt;

- i0t : Dt → X the inclusion;

- r0t := πRt
: X → Dt, the radial projection;

- ft := ft0,t1 ;

- H0
t := HRt

the radial homotopy i0t ◦ r
0
t ≃ idX ;

- Et :=
{
( zz′ )

∣∣ dJ-fol(z, z′) < (βt0 , ηt1 , ǫt0)
}
.

We note that (13.1a), (13.1b) and (13.1c) imply that Assumption 12.2 holds. We can
now apply the construction from Section 12 and obtain for M ∈ R0 the homotopy
coherent functor

((ft ◦ bary)× id|M|∧)∗ ◦ Ft : BG,Ut
(|M|∧)→ chBG(|JCvcy(G)|

∧ × |M|∧).

13.c. The F̃t combine to a homotopy coherent functor on D0
G,U(M). We

will now use the G-control structure D
0(Σ) from Definition 7.7 for Σ = JCvcy(G).

Lemma 13.2. Let E :=
{(

z′,t
z,t

) ∣∣∣ t ∈ N×2,
(
z′

z

)
∈ Et

}
. Then E ∈ D

0
2(JCvcy(G)).

Proof. We need to verify the foliated control condition from Definition 7.7. Let
ǫ > 0 be given. Choose k0 such that ǫt0 < ǫ for all t0 ≥ k0. Let t0 ≥ k0 be given.
Set β := βt0 . Let η > 0 be given. Choose k1 such that ηt1 < η for all t1 ≥ k1. Let

t1 ≥ k1 be given. Set t := (t0, t1). Let z, z
′ ∈ |JCvcy(G)|∧ be given with

(
z′,t
z,t

)
∈ E.

By definition of E we then have
(
z′

z

)
∈ Et. By definition of Et we then have

dJ-fol(z, z
′) < (βt0 , ηt1 , ǫt0). Since β = βt0 , ηt1 < η and ǫt0 < ǫ this implies

dJ-fol(z, z
′) < (β, η, ǫ),

as required. �

Following Remark 7.17 we will view D0
G(M) and D0

G(JCvcy(G) ×M) respec-

tively as subcategories of
∏′

N×2BG(|M|
∧) and

∏′
N×2BG(|JCvcy(G) × M|∧) re-

spectively. Thus objects are sequences B = (Bt)t∈N× of objects in BG(|M|∧)
and BG(|JCvcy(G) ×M|∧) respectively satisfying the conditions spelled out in Re-
marks 7.17. Similarly morphisms are equivalence classes of sequences (ϕt)t∈N×2 .
We recall that sequences (ϕt)t∈N×2 and (ϕ′

t)t∈N×2 are equivalent, if there is k0 such

that for all t0 ≥ k0 there is k1 such that for all t1 ≥ k1 we have ϕt0,t1 = ϕ′
t0,t1 . In

particular, we can ignore all ϕt0,t1 with t0 or t1 small. We define D0
G,U(M) as the

full subcategory of D0
G(M) on all objects B = (Bt)t∈N×2 with suppGBt ⊆ Ut for

all t. We can now define the homotopy coherent functor

FM = (F 0
M, F 1

M, . . . ) : D0
G,U(M)→ chD0

G

(
JCvcy(G) ×M

)
.

Let B = (Bt)t∈N×2 be an object of D0
G(M). We define

F 0
M(B) :=

(
((ft ◦ bary)× id|M|∧)∗(F

0
t (Bt))

)
t∈N×2

.

Let B0
ϕ1
←− . . .

ϕl←− Bl be a chain of composable morphisms in D0
G(M). Write

ϕi =
(
(ϕi)t

)
t∈N×2 . We define

F lM(ϕ1, . . . , ϕl) :=
(
((ft ◦ bary)× id|M|∧)∗

(
F lt

(
(ϕ1)t, . . . , (ϕl)t

)))
t∈N×2

.
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We write
(
F 0
M(B)

)
n
for the n-chain module of F 0

M(B) and ∂
F 0

M
(B)

n for the n-th
boundary map.

Lemma 13.3. (a)
(
F 0
M(B)

)
n
as above is an object in DG(JCvcy(G)×M);

(b) ∂
F 0

M
(B)

n as above is a morphism in DG(JCvcy(G)×M);

(c) F lM(ϕ1, . . . , ϕl) as above is a morphism in chDG(JCvcy(G)×M).
Proof. (a) We need to verify the four conditions (7.18a) to (7.18d).

For (7.18a) we need to check supp1
(
F 0
M(B)

)
n
∈ D0

1(JCvcy(G) ×M). Let

F :=
⋃

t∈N×2

ft(baryn(Dt))× {t}.

We claim that F ∈ D
0
1(JCvcy(G)). This amounts to checking the three conditions

in (7.7a) for F : Finiteness over N×2 is clear as Dt is compact and has only finitely
many simplices. For the other two conditions we use that ft = ft0,t1 is a map to

|JNVt0
(G)|∧ ⊆ |JCvcy(G)|∧. Thus F has finite dimensional support. As Vt0 is finite

|JNVt0
(G)| is a finite subcomplex of |JCvcy(G)|. It follows that F has compact support

in |JCvcy(G)|. So F ∈ D
0
1(JCvcy(G)). Set F

′ := supp1 B ∈ D
0
1(M). By (11.9b)

supp1((ft ◦ bary)× id|M|∧)∗(F
0
t (Bt)) = ft(baryn(Dt))× supp1 Bt.

Thus

supp1
(
F 0
M(B)

)
n

=
⋃

t∈N×2

supp1((ft ◦ bary)× id|M|∧)∗(F
0
t (Bt)× {t})

=
{
(z, λ, t) | (z, t) ∈ F, (λ, t) ∈ F ′

}
.

Thus supp1
(
F 0
M(B)

)
n
∈ D

0
1(JCvcy(G)×M) by (7.19a).

For (7.18b) we need to check supp2
(
F 0
M(B)

)
n
∈ D

0
2(JCvcy(G)×M). By (12.8a)

supp2(ft × bary) ⊆ E◦2
t × supp2 Bt.

We now use E ∈ D
0
2(JCvcy(G)) from Lemma 13.2. Then

supp2(F
0
M(B))n ⊆

{(
z′,λ′,t
z,λ,t

) ∣∣∣
(
z′,t
z,t

)
∈ E◦2,

(
λ′,t
λ,t

)
∈ supp2 B

}

which belongs to D
0
2(JCvcy(G)×M) by (7.19b).

For (7.18c) we need to check suppG
(
F 0
M(B)

)
n
∈ D

0
G(JCvcy(G)×M). By (11.17b)

we have suppG
(
F 0
M(B)

)
n
⊆ suppGB. The latter is relatively compact as B ∈

D0
G(M). Thus suppG

(
F 0
M(B)

)
n
is relatively compact as well.

Finally, the finiteness condition (7.18d) for
(
F 0
M(B)

)
n
follows from (11.17a) as

the Bt are finite.

(b) We need to verify (7.18e) and (7.18f) for ∂
F 0

M
(B)

n . This can be done exactly in
the same way as for the corresponding properties (7.18b) and (7.18c) for

(
F 0
M(B)

)
n

under (a). For (7.18f) this uses (11.17c) in place of (11.17b).

(c) We need to verify (7.18e) and (7.18f) for F lM(ϕ1, . . . , ϕl).
Choose k0 such that suppG ϕi ⊆ Mk0 for i = 1, . . . , l. Since we are working in

D0
G(JCvcy(G) ×M) we can ignore all t = (t0, t1) with t0 ≤ k0. Thus for the rest of

the argument we can and will always assume t0 ≥ k0. From (12.8b) we obtain that

suppG
(
((ft bary)× id|M|∧)∗(F

l
t )
(
(ϕ1)t, . . . , (ϕl)t

))
⊆M2l+1

k0

for all t. In particular, the union of these G-supports is relatively compact in G.
Thus suppG F

l
M(ϕ1, . . . , ϕl) ∈ D

0
G(JCvcy(G)×M) as required by (7.18f).
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Set E′
t :=

⋃
j supp2((ϕj)t) ∪

⋃
j supp2((Bj)t). From (12.8b) we obtain

(13.4) supp2(((ft ◦ bary)× id|M|∧)∗(F
l
t )
(
(ϕ1)t, . . . , (ϕl)t

)

⊆
{(

z′,λ′

z,λ

)∣∣∣
(
z′

z

)
∈
(
M2l
k0 · E

◦3
t

)◦(2l+1)
,
(
λ′

λ

)
∈
(
M2l
k0 ·E

′
t

)◦(2l+1)
}
.

We use again E ∈ D
0
2(JCvcy(G)) from Lemma 13.2 and set

Ẽ :=
(
M2l
k0 · E

◦3
)◦(2l+1)

∈ D
0
2(JCvcy(G)).

We also have, as the ϕj and the Bj are from D0
G,U(M),

E′ :=
{(

λ′,t
λ,t

) ∣∣∣
(
λ′

λ

)
∈ E′

t

}
∈ D

0
2(M)

and also Ẽ′ := (M2l
k0
· E′)◦(2l+1) ∈ D

0
2(M). Now (13.4) implies

supp2 F
l
M(ϕ1, . . . , ϕl) ⊆

{(
z′,λ′,t
z,λ,t

) ∣∣∣
(
z′,t
z,t

)
∈ Ẽ,

(
λ′,t
λ,t

)
∈ Ẽ′

}
.

The latter belongs to D
0
2(JCvcy(G)×M) by (7.19b). Thus supp2 F

l
M(ϕ1, . . . , ϕl) ∈

D
0
2(JCvcy(G)×M) as required by (7.18e). �

Conclusion of the proof of Theorem 6.7. We have the following diagram.

D0
G,U(M)

I

''
FM

// chfinD
0
G(JCvcy(G) ×M)

(pr
M

)∗
// chfin D

0
G(M)

The functor (prM)∗ is induced by the projection JCvcy(G) ×M → M, FM is the
homotopy coherent functor defined above (well-defined by Lemma 13.3), and I is
the inclusion. We can then apply K-theory and obtain

K
(
D0
G,U(M)

)

K(I)

''
K(FM)

// K
(
D0
G(JCvcy(G) ×M)

) pM=K((pr
M

)∗)
// K

(
D0
G(M)

)
.

Strictly speaking the homotopy coherent functor FM induces a zig-zag in K-theory,
see Remark C.24. Since D0

G,U(M)
)
→ D0

G(M) induces an equivalence of idempo-

tent completions, compare Subsection 11.f, the map K(I) is a weak equivalence.
It is not difficult to see from the construction that the diagram is natural in M,
basically because the tensor product functor is natural for induced functors in both
entries. There is a strict natural transformation τM : (prM)∗ ◦ FM → I by weak
equivalences. It is given by applying the construction from Subsection 11.h for
each t ∈ N×2, see Lemma 11.19. On each object τM evaluates to a chain homotopy
equivalence, see Lemma 11.20. It follows that (prM)∗ ◦FM and I induce homotopic
maps in K-theory, see Remark C.26. Altogether,

K
(
D0
G(M)

)
K
(
D0
G,U(M)

)K(I)

∼
oo

K(FM)
// K

(
D0
G(JCvcy(G)×M)

)

is the required section trM for pM. �

This concludes the proof of the Cvcy-Farrell–Jones Conjecture for reductive p-
adic groups, i.e., of Theorem 5.15.
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14. Reduction from Cvcy to Com

Theorem 14.1 (Reduction). Let G be a td-group and let B be Hecke category with
G-support satisfying (Reg) from Definition 3.11. Assume that the Cvcy-assembly
map (5.11) for B

hocolim
P∈PCvcy(G)

K
(
CG(P )

)
→ K

(
CG(∗)

)

is an equivalence. Then the Cop-assembly map (3.9) for B

hocolim
G/U∈OrCop(G)

K
(
B[G/U ]

)
→ K

(
B[G/G]

)
≃ KB

is also an equivalence.

Modulo further results the proof of Theorem 14.1 will be given in Subsection 14.b.

14.a. Functoriality in the orbit category. Recall that the definition of CG(P )
used the (free) G-space |P |∧. The construction of this space is not functorial for
P ∈ P+Or(G), only for P ∈ P+All(G). For this reason, CG(P ) is not functorial in
P+Or(G). But this is not a serious issue and we will now tweak the definitions to
remedy this.

Let B be a category with G-support and E = (E1,E2,EG) be a G-control struc-
ture on X . Let Y be a collection of subsets of X as in Definition 4.19. We say that
two maps π, ρ : S → X are E2-equivalent if{(

ρ(s)
π(s)

) ∣∣∣ s ∈ S
}
∈ E2.

In the definition of BG(E,Y) we can replace the maps π : S → X with their E2-
equivalence classes and obtain the category BG(E,Y). In more detail, objects of
BG(E,Y) are triples B = (S, [π], B) such that (S, π,B) is an object of BG(E,Y).
The point here is that, if π and ρ are E2-equivalent, then (S, π,B) is an object of
BG(E,Y), iff (S, ρ,B) is an object of BG(E,Y). A morphism B = (S, [π], B) →

B′ = (S′, [π′], B′) in BG(E,Y) is a matrix ϕ = (ϕs
′

s : B(s) → B′(s′))s∈S,s′∈S′ of
morphisms in B that also defines a morphism (S, π,B) → (S′, π′, B′) in BG(E,Y).
Again, the point here is that, if π and ρ are E2-equivalent, π

′ and ρ′ are E2-
equivalent, then ϕ defines a morphism in (S, π,B)→ (S′, π′, B′) in BG(E,Y), iff ϕ
defines a morphism in (S, ρ,B)→ (S′, ρ′, B′) in BG(E,Y). The functor

(14.2) BG(E,Y)
∼
−→ BG(E,Y), (S, π,B) 7→ (S, [π], B)

is an equivalence. Essentially, BG(E,Y) is obtained from BG(E,Y) by identifying
(S, π,B) and (S, ρ,B) along a canonical isomorphism, whenever π and ρ are E2-
equivalent.

Recall CG(P ) = BG(C(P ),Y(P )) from Definition 5.9. We now define CG(P ) :=
BG(C(P ),Y(P )). From (14.2) we obtain a natural equivalence

(14.3) CG(P )
∼
−→ CG(P ).

Let f : P → P ′ be a map in P+OrG. It induces a map |f | : |P | → |P ′|. There is
always a lift of |f | to |P |∧ → |P ′|∧, but it is typically not unique.

Lemma 14.4. Let f̂0, f̂1 : |P |∧ → |P |∧ be lifts of |f |. Then f̂0×idN, f̂1×idN : |P |∧×
N→ |P |∧ × N are C2(P )-equivalent.

Proof. To simplify notation, we just treat the case P = G/H , P ′ = G/H ′. Then
f = |f | : G/H = |G/H | → G/H ′ = |G/H ′|. Any G-map f : G/H → G/H ′ is of the

form xH 7→ xgH ′ where g−1Hg ⊆ H ′. Now for the two lifts f̂0, f̂1 : G = |G/H |∧ →

G = |G/H ′|∧ there are h′0, h
′
1 ∈ H

′ with f̂0(x) = xgh′0, f̂1(x) = xgh′1 for all x ∈ G.
With β := d(h′0, h

′
1) then for all x ∈ G

dH′-fol(f̂0(x), f̂1(x)) ≤ (β, 0).
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This implies that f̂0 × idN, f̂1 × idN are C2(P )-equivalent. �

Lemma 14.4 implies that the assignment

P 7→ CG(P )

is functorial in P+Or(G). This allows us to consider the bottom row in the following
diagram

(14.5) hocolim
P∈PCop(G)

K
(
CG(P )

)
//

∼

��

hocolim
P∈PCvcy(G)

K
(
CG(P )

)
//

∼

��

K
(
CG(∗)

)

∼

��

hocolim
P∈PCop(G)

K
(
CG(P )

)
//

∼

��

hocolim
P∈PCvcy(G)

K
(
CG(P )

)
//

∼

��

K
(
CG(∗)

)

=

��

hocolim
P∈POrCop(G)

K
(
CG(P )

)
// hocolim
P∈POrCvcy(G)

K
(
CG(P )

)
// K

(
CG(∗)

)
.

We claim that the vertical maps in this diagram are all equivalences. For the first
three vertical maps this follows from (14.3). For the first two vertical maps in the
bottom row, this is an application of Lemma A.6.

14.b. The category C+
G(P ). We will need slightly bigger categories than CG(P )

and CG(P ), where we relax the condition on the supports in G. This will be
important in Subsection 14.h. For smooth P this will not change the K-theory, but
we do not know this for general P .

Define the G-control structure C
+(P ) = (C+

1 (P ),C
+
2 (P ),C

+
G(P )) by C

+
1 (P ) :=

C1(P ), C
+
2 (P ) := C2(P ) and

C
+
G(P ) := All subsets of G.

We define

C+
G(P ) := BG(C

+(P ),Y(P )) and C
+

G(P ) := BG(C
+(P ),Y(P )).

As CG(P ) ⊆ C
+
G(P ), there are inclusions CG(P )→ C+

G(P ) and CG(P )→ C
+

G(P ).

Lemma 14.6. Suppose that P is smooth, i.e., that P ∈ P+Op(G). Then the inclu-

sions CG(P )→ C+
G(P ) and CG(P )→ C

+

G(P ) induce equivalences in K-theory.

Proof. Proposition 5.16 holds, with exactly the same proof, for C+
G(P ) in place of

CG(P ) as well
64. This implies the result for CG(P )→ C+

G(P ). For CG(P )→ C
+

G(P )
it follows now from (14.2). �

Theorem 14.7. Suppose that B satisfies (Reg) from Definition 3.11. Then for all
P ∈ POrCvcy(G) the canonical map

(14.8) hocolim
(Q,f)∈POrCom(G)↓P

K
(
C

+

G(Q)
) ∼
−→ K

(
C

+

G(P )
)

is an equivalence.

The proof of Theorem 14.7 will be given later. We do not know whether or

not Theorem 14.7 holds also for CG(−) instead of C
+

G(−). We note that for
Theorem 14.7 it is important that we used POrCom(G); in contrast the category
PCom(G) ↓ P is typically empty.

64This works in the generality of categories with G-support in place of HG(A).
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Proof of Theorem 14.1 modulo Theorem 14.7. Consider the following diagram.

hocolim
P∈POrCop(G)

K
(
CG(P )

) ∼
//

α1 ∼

��

hocolim
P∈POrCop(G)

K
(
C

+

G(P )
)

α̂1 ∼

��

hocolim
P∈POrCom(G)

K
(
CG(P )

)
//

α2

��

hocolim
P∈POrCom(G)

K
(
C

+

G(P )
)

α̂2 ∼

��

hocolim
P∈POrCvcy(G)

K
(
CG(P )

)
//

FJ ∼

��

hocolim
P∈POrCvcy(G)

K
(
C

+

G(P )
)

��

K
(
CG(∗)

) ∼
// K

(
C

+

G(∗)
)

We will argue below that all maps labeled with an ∼ are equivalences. A diagram
chase shows then that all other maps in the diagram are equivalences as well.
In particular the left vertical composition is an equivalence. Proposition 3.13 in
combination with the equivalences from (14.5) implies that this vertical composition
is equivalent to (3.9).

The analog of the map labeled FJ for CG(P ) instead of CG(P ) and PCvcy(G)
instead of POrCvcy(G) is an equivalence by assumption of Theorem 14.1. The
equivalences from (14.5) imply that the map labeled FJ is an equivalence as well.

Lemma 14.6 implies that the top and bottom horizontal maps are equivalences.
Any compact subgroup of a td-group is contained in a compact open subgroup, see
Lemma 2.3. This implies that for all P ∈ PCom(G) the category P ↓ PCop(G) is
non-empty. Thus Lemma A.6 implies that α1 and α̂1 are equivalences.

The map α̂2 is an equivalence by Theorem 14.7 and the transitivity Lemma A.2
for homotopy colimits. �

14.c. The category C
+,0

G (P ). To prove Theorem 14.7 we introduce a further cat-
egory as an intermediate step. In many ways this is similar to the passage from
DG(Σ;B) to D0

G(Σ;B), see Definition 7.15.
For P ∈ P+All(G) we define the G-control structure

C
+,0(P ) = (C+,0

1 (P ),C+,0
2 (P ),C+,0

G (P ))

as follows. Set C+,0
1 (P ) := C

+
1 (P ) = C1(P ), C

+,0
G (P ) := ĈG(P ). We define C

+,0
2 (P )

to consist of all E ∈ C
+
2 (P ) = C2(P ) satisfying

(
λ′,t′

λ,t

)
∈ E =⇒ t′ = t.

Set

C
+,0
G (P ) := BG(C

+,0(P ),Y(P )) and C
+,0

G (P ) := BG(C
+,0(P ),Y(P )).

Proposition 14.9. There are homotopy pushout diagrams of functors P+All(G)→
Spectra

K
(
C

+,0
G (−)

)

��

// K
(
C

+,0
G (−)

)

��

K
(
C

+,0

G (−)
)

��

// K
(
C

+,0

G (−)
)

��

K
(
C

+,0
G (−)

)
// K

(
C+
G(−)

)
K
(
C

+,0

G (−)
)

// K
(
C

+

G(−)
)
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Proof. For the diagram on the left this is analog to the proof of Proposition 8.9,
more precisely to the construction of either of the pushout squares from Lemma 8.11.
For the diagram on the right it follows now from (14.2). �

Proposition 14.9 implies that it suffices to prove Theorem 14.7 for C
+,0

G (−) in

place of C
+

G(−).

14.d. Structure of the remainder of the proof. For the proof of Theorem 14.7

for C
+,0

G (−) we will introduce further variations of CG(−) and argue along the
following diagram

(14.10) hocolim
(Q,f)∈POrCom(G)↓P

K
(
C

+,0

G (Q)
)

// K
(
C

+,0

G (P )
)

hocolim
Γ

K
(
C

+,0

G (M)
)

∼ (1)

OO

//

∼ (3)

��

K
(
C

+,0

G (M)[Γ]
)

∼ (2)

OO

∼ (4)

��

hocolim
Γ

K
(
C

+,0,♯

G (M)
)

// K
(
C

+,0,♯

G (M)[Γ]
)

hocolim
Γ

K
(
C

+,0,♯
G (M)

)
∼ (4)

OO

∼

(7)
// K

(
C

+,0,♯
G (M)[Γ]

)
.

∼ (6)

OO

Details will be worked out in the remainder of this section.

14.e. The group Γ. Here we discuss the equivalences (1) and (2) from (14.10).
Fix P = (G/V1, . . . , G/Vn) with Vi ∈ Cvcy. LetKi ⊆ Vi be the maximal compact

open subgroup of Vi. Set M := (G/K1, . . . , G/Kn). The quotients Γi := Vi/Ki

are either infinite cyclic or trivial. Let Γ := Γ1 × · · · × Γn. Then Γ is a finitely
generated free abelian group of rank at most n. There are canonical maps hi : Γi →
endOr(G)(G/Ki), sending cKi ∈ Ci to G/Ki → G/Ki, gKi 7→ gcKi. These combine
to an action of Γ on M by morphisms in POr(G). This induces an action of Γ on

C
+,0

G (M) and we can form C
+,0

G (M)[Γ]. The projection π : M → P is Γ-equivariant

for the trivial action of Γ on P . Thus π∗ : C
+,0

G (M)→ C
+,0

G (P ) is Γ-equivariant for

the trivial action on C
+,0

G (P ) and induces a functor

R : C
+,0

G (M)[Γ] → C
+,0

G (P ).

The functor R induces (2) in (14.10). We write Γ for the category with exactly one
object ∗Γ whose endomorphisms are given by Γ. The action of Γ on M determines
a functor h : Γ→ POrCom(G) ↓ P that sends ∗Γ to π : M → P . In turn h induces a
map

hocolim
Γ

K
(
C

+,0

G (M)
)
→ hocolim

(Q,f)∈POrCom(G)↓P
K
(
C

+,0

G (Q)
)
;

this is (1) in (14.10). The inclusion C
+,0

G (M)→ C
+,0

G (M)[Γ] induces the assembly
map from the second row of (14.10)

(14.11) hocolim
Γ

K
(
C

+,0

G (M)
)
→ K

(
C

+,0

G (M)[Γ]
)
.

Lemma 14.12.

(a) The functor R induces an equivalence in K-theory, i.e., (2) in (14.10) is an
equivalence;
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(b) the functor h induces an equivalence, i.e., (1) in (14.10) is an equivalence.

Proof. (a) We will first show that for B ∈ C
+,0

G (P ), there is (B̃, p) ∈ IdemC
+,0

G (M)

such that B ∼= R(B̃, p) in IdemC
+,0

G (P ). Write B = (S, [π], B). Let U0 ⊆ U1 ⊂ . . .
be a sequence of compact open subgroups of G with diamUi → 0 as i→∞. Write
π(s) := (g1(s), . . . , gn(s), t(s)) ∈ Gn × N = |P |∧ × N. Set

K(s) := suppB(s) ∩ g1(s)Ut(s)(g1(s))
−1 ∩ · · · ∩ gn(s)Ut(s)(gn(s))

−1.

Using (3.2d) we set B̃ := (s,Π, B|K(s)). By design B̃ ∈ C
+,0

G (P ). Define i : B→ B̃

and r : B̃→ B with

is
′

s =

{
iB(s),K(s) s = s′

0 else
and rs

′

s =

{
rB(s),K(s) s = s′

0 else
.

Again by (3.2d) we have r ◦ i = idB. Thus p := i ◦ r is an idempotent on B̃ and

B ∼= R(B̃, p) as promised. It is an exercise in the definitions to check that R is
bijective on morphism sets. Altogether, R induces an equivalence on idempotent
completions and thus in K-theory.

(b) This follows from cofinality Lemma A.1 for homotopy colimits; we need to
verify that h is right cofinal. Fix f : Q→ P from POrCom(G) ↓ P . We need to show

that (Q, f) ↓ h is contractible. Objects in (Q, f) ↓ h are morphisms Q
g
−→ M in

POrCom(G) such that f = π◦g. Morphisms in (Q, f) ↓ h are commutative diagrams

Q
g

//

=

��

M
π

//

γ

��

P

=

��

Q
g′

// M
π

// P

We check that (Q, f) ↓ h is equivalent to a point. Recall P = (G/V1, . . . , G/Vn)
and M = (G/K1, . . . , G/Kn), where Ki is the maximal compact open subgroup of
Vi. Write Q = (G/L1, . . . , G/Lm) and f = (u, ϕ) with u : {1, . . . , n} → {1, . . . ,m}
and ϕ(i) : G/Lu(i) → G/Vi. Then there are x1, . . . , xn ∈ G with ϕ(i)yLu(i) = yxiVi
for all y ∈ G, and x−1

i Lu(i)xi ⊆ Vi. As x
−1
i Lu(i)xi is compact and Ki is the unique

maximal compact subgroup, we have x−1
i Lu(i)xi ⊆ Ki. Let g := (u, ψ) : Q → M

with ψ(i) : G/Lu(i) → G/Ki given by ψ(i)yLu(i) = yxiKi for all y ∈ G. Then
f = π ◦ g. Thus (Q, f) ↓ h is non-empty. If g′ = (u′, ψ′) : Q → M is another map
with f = π ◦ g′, then u = u′ and there are vi ∈ Vi with ψ′(i)yLu(i) = yxiviKi.
Now the vi define an isomorphism γ : M → M with γ ◦ g = g′ and this γ is the
only morphism with this property. Thus any two objects in (Q, f) ↓ h are uniquely
isomorphic. �

14.f. The category C
+,0,♯

(M). Here we discuss the equivalences (3), (4), (5) and
(6) from (14.10).

Let M = (G/K1 × · · · ×G/Kn) be as before. We give a slight variation of the

categories C+,0
G (M) and C

+,0

G (M). The fact that |M |∧ → |M | has compact fibers
(since M ∈ POrCom) will allow us to base the definition on |M | instead of |M |∧.
See also Remark 5.4.

Let µi be a Haar measure on Ki. We can integrate the left-invariant metric
dG on G to a left-invariant metric dG,i on G that is in addition right K-invariant,
dG,i(g, g

′) :=
∫
Ki
dG(gk, g

′k)dµi(k) and obtain a left-invariant metric

dG/Ki
(gKi, g

′Ki) := min
k∈K

dG,i(gk, g
′)
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on G/Ki. We obtain a left-invariant metric d|M| on |M | with

d|M|

(
(g1K1, . . . , gnKn), (g

′
1K1, . . . , g

′
nKn)

)
:= max

i
dG/Ki,(giKi, g

′
iKi).

We define the G-control structure C
+,0,♯(M) =

(
C
+,0,♯
1 (M),C+,0,♯

2 (M),C+,0,♯
G (M)

)

on |M | × N as follows:

• C
+,0,♯
1 (M) consists of all subsets F of |M | ×N for which F ∩ |M | × {t} is finite

for all t ∈ N;

• C
+,0,♯
2 (M) consists of all subsets E of

(
|M | × N

)×2
satisfying the following two

conditions

– 0-control over N: if
(
λ′,t′

λ,t

)
∈ E then t = t′;

– metric control over |M |: for any η > 0 there is t0 such that for all t ≥ t0
and all λ, λ′ we have

(
λ′,t
λ,t

)
∈ E =⇒ d|M|(λ, λ

′) < η;

• C
+,0,♯
G (M) consists of all subsets of G.

Let Y♯(M) be the collection of all subsets Y of |M | × N, for which there is d with
Y ⊆ |M | × N≤d. We define

C+,0,♯(M) := BG(C
+,0,♯(M),Y♯(M));

C
+,0,♯

(M) := BG(C
+,0,♯(M),Y♯(M)).

Let p : |M |∧ → |M | be the canonical projection. As the Ki are compact and

therefore of finite diameter, it is not difficult to check that C+,0,♯
2 (M) is exactly the

image of C+,0
2 (M) under (p× idN)

×2 : (|M |∧ × N)×2 → (|M | × N)×2. This in turn

implies that p× id induces an equivalence C+,0
G (M)

∼
−→ C

+,0,♯
G (M). Applying (14.2)

we obtain the equivalence C
+,0
G (M)

∼
−→ C

+,0,♯
G (M) and this yields the equivalences

(3) and (4) from (14.10). Also from (14.2) we obtain an equivalence C
+,0,♯
G (M)

∼
−→

C
+,0,♯

G (M) and this induces the equivalences (5) and (6) from (14.10).

14.g. The limit category. We briefly digress to recall a result from [4]. Consider
a nested sequence of categories

C = C0 ⊇ C1 ⊇ C2 ⊇ · · · .

Associated to this is the sequence category S(C∗). This is the subcategory of∏
m≥0 C, whose objects are sequences (Cm)m≥0 such that for any l there is m0

with Cm ∈ Cl for all m ≥ m0. Morphisms are sequences (ϕm)m≥0 such that for any
l there is m0 with ϕm ∈ Cl for all m ≥ m0. The sum

⊕
m≥0 C is a subcategory of

S(C∗) and we call the quotient category

L(C∗) := S(C∗)

/ ⊕

m≥0

C0

the limit category. We reviewed l-uniform regular coherence and exactness in Sub-
section 3.b. Assume now that

(14.13a) for any d ∈ N there is m0 such that the inclusion Cm+1[Z
d] → Cm[Zd] is

exact for all m ≥ m0;
(14.13b) for any d ∈ N there are m0, l ∈ N such that Cm[Zd] is l-regular coherent

for all m ≥ m0.

Here we use the trivial action to form Cm[Zd]. Then [4, Thm. 14.1] asserts the
following. Consider an action of a finitely generated free abelian group Γ on C with



ALGEBRAIC K-THEORY OF REDUCTIVE p-ADIC GROUPS 75

the following property: for γ ∈ Γ, j ∈ N there is i ∈ N such that γ(Ci) ⊆ Cj . Then
the assembly map

(14.14) hocolim
Γ

K
(
L(C∗)

) ∼
−→ K

(
L(C∗)[Γ]

)

is an equivalence. (In [4] the result is formulated using an equivariant homology
theory instead of a homotopy colimit, but the two formulations are equivalent,
see [22].)

14.h. Analysis of C
+,0,♯
G (M). Finally, we discuss the equivalence (7) from (14.10).

Fix again M ∈ POrCom(G) and write M = (G/K1, . . . , G/Kn) with Kr ∈ Com.
Using Lemma 2.3 we fix a choice of compact open subgroups (Ur,i)r=1,...,n,i∈N≥1

of
G such that for each r = 1, . . . , n we have

Ur,1 ⊇ Ur,2 ⊇ . . . ⊇
⋂

i

Ur,i = Kr.

Set Ur,0 := G65 and Qi := (G/U1,i, . . . , G/Un,i). We write pi : |M | → |Qi| and,
for j ≥ i, pij : |Qj | → |Qi| for the canonical projections. We define the G-control

structure E
i = (Ei1,E

i
2,E

i
G) on |M |, where E

i
1 is the collection of all finite subsets

of |M |, Ei2 consists of all E ⊆ |M | × |M | satisfying

(14.15)
(
λ′

λ

)
∈ E =⇒ pi(λ) = pi(λ′),

and E
i
G is the collection of all subsets of G. We abbreviate Ci := BG(Ei) and obtain

a nested sequence of categories C0 ⊇ C1 ⊇ C2 ⊇ . . . . The metric control condition

for E ∈ C̃
0
2(M) is equivalent to

- for any i there is t0 such that for all t ≥ t0 and all λ, λ′ we have
(
λ′,t
λ,t

)
∈ E =⇒ pi(λ) = pi(λ′).

From this observation it is easy to deduce that there is an equivalence C+,0,♯
G (M)

∼
−→

L(C∗) that sends an object B = (S, π,B) to the sequence (Si, πi, Bi)i∈N, where
Si = π−1(|M | × {i}), Bi = B|Si

and πi is the composition

Si
π|Si−−−→ |M | × {i}

≡
−→ |M |.

We point out that for the equivalence C
+,0,♯
G (M)

∼
−→ L(C∗) it is important that we

work with C
+
G(P ) = C

+,0,♯
G (M) = All subsets of G; if one were to use only compact

subsets of G instead, then the limit category would be strictly bigger.
Let now Γ = Γ1× · · ·×Γn be as in Subsection 14.e. The group Γr does not nec-

essarily normalize Ur,i, but for each γ ∈ Γr we still have
⋂
i(Ur,i)

γ = (Kr)
γ = Kr.

Using the compactness of the Ur,i for i > 0, it is easy to check that for fixed γ
and j there is i with (Ur,i)

γ ⊆ Ur,j . This implies that the action of Γ on M in-
duces an action acts on the nested sequence C∗ as in Subsection 14.g. Moreover

C
+,0,♯
G (M) → L(C∗) is Γ-equivariant and an equivalence. It induces therefore an

equivalence C
+,0,♯
G (M)[Γ] → L(C∗)[Γ]. It follows that (7) from (14.10) is an equiv-

alence, if and only if (14.14) is an equivalence for our present choice of C∗.

Lemma 14.16. The nested sequence C∗ defined above satisfies (14.13a). If B
satisfies (Reg) from Definition 3.11, then C∗ also satisfies (14.13b).

Proof. We start by examining Ci = BG(E
i) for i > 0. For λ ∈ |Qi| let Gλ be the

isotropy group of λ. This is a finite intersection of conjugates of the Ui,r and thus
compact open inG. LetB = (S, π,B) ∈ Ci and s ∈ S. The control condition (14.15)

65This ensure that C0 defined later carries a Γ-action.
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implies suppB(s) ⊆ Gpi(π(s)), in other words B(s) ∈ B|Gpi(π(s))
. For λ ∈ |Qi| we

obtain, still using (14.15), a functor

Fi,λ : Ci → (B|Gλ
)⊕

B 7→
⊕

pi(π(s))=λ

B(s).

By definition of Ei1 the set S is finite and so the above sum is finite and Fi,λ(B) = 0
for all but finitely many λ. The Fi,λ combine to an equivalence

(14.17)
Ci

∼
−→

⊕
λ∈|Qi|

(B|Gλ
)⊕

B 7→ (Fi,λ(B))λ∈|Qi|.

Since the property l-uniformly regular passes to direct sums over arbitrary index
sets and is invariant under equivalence of additive categories and the passage going
from an additive category A to A[Zd] is compatible with infinite direct sums over
arbitrary index sets, (Reg) from Definition 3.11 implies (14.13b).

For j > i and λ ∈ |Qj | we have Gλ ⊆ Gpij(λ) as p
i
j is G-equivariant. The inclusion

Cj ⊆ Ci corresponds under (14.17) to the functor

⊕

λ∈|Qj |

(B|Gλ
)⊕ →

⊕

κ∈|Qi|

(B|Gκ
)⊕

that sends the λ-summand into the κ-summand by the functor induced from the
inclusion Gλ ⊆ Gκ where κ = pij(λ). By [7, Lem. 7.51] each of these is exact. This
implies (14.13a). �

Lemma 14.16 allows us to apply [4, Thm. 14.1] as reviewed in Subsection 14.g to
the nested sequence constructed above. So (14.14) and therefore also (7) appearing
in (14.10) is an equivalence.

Formal conclusion of the proof of Theorem 14.7 and Theorem 14.1. Altogether we
have shown that the top horizontal map in (14.10) is an equivalence. As noted be-
fore, because of the pushout from Proposition 14.9, this also implies that (14.8) is
an equivalence as claimed in Theorem 14.7. We have already explained in Subsec-
tion 14.b that Theorem 14.1 follows from Theorem 14.7. �

Remark 14.18. At least in the case M ∈ POrCom(G) we can give an explana-
tion of the value of K

(
CG(M)

)
. Write M = (G/K1, . . . , G/Kn) with Kr ∈ Com

and fix a choice of compact open subgroups (Ur,i)r=1,...,n,i∈N≥1
of G such that

for each r = 1, . . . , n we have Ur,1 ⊇ Ur,2 ⊇ . . . ⊇
⋂
i Ur,i = Kr. Put Qi =

(G/K1,i, . . . , G/Kn,i) for i ∈ N≥1.
Then there is zigzag of weak homotopy equivalences from K

(
CG(M)

)
to the

homotopy inverse limit holimi→∞ K
(
CG(Mi)

)
. In particular there is for every

n ∈ Z a short exact sequence

0→ invlim1
i→∞ πn+1

(
K(CG(Qi))

)
→ πn

(
K(CG(M))

)

→ invlimi→∞ πn
(
K(CG(Qi))

)
→ 0.

Since we do not need this result in this paper, we omit its proof. It is very unlikely
that the corresponding statement holds, if we drop the assumption that each Ki is
compact.
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Appendix A. Homotopy colimits

A.i. Cofinality and transitivity. We recall two basic facts about homotopy col-
imits [25, §9].

Let F : A → B be functor. Let B ∈ B. We write B ↓ F for the following category.
Objects are pairs (A, β) with A ∈ A and β : B → F (A) in B. Morphisms (A, β)→
(A′, β′) are morphisms α : A→ A′ in A with F (α)◦β = β′. We write F ↓ B for the
following category. Objects are pairs (A, β) with A ∈ A and β : F (A) → B in B.
Morphisms (A, β) → (A′, β′) are morphisms α : A → A′ in A with β ◦ F (α) = β′.
If F is the inclusion of the subcategory A, then we write B ↓ A and A ↓ B instead
of B ↓ F and F ↓ B.

A functor F : A → B between small categories is said to be right cofinal, if the
nerve of B ↓ F is contractible (and in particular non-empty) for every B ∈ B.

Lemma A.1 (Cofinality). Let F : A → B be a right cofinal functor between small
categories. Then for any D : B → Spectra the canonical map

hocolim
A

F ∗D
∼
−→ hocolim

B
D

is an equivalence.

Proof. This is [25, 9.4]. �

Lemma A.2 (Transitivity). Let F : A → B be a functor between small categories.
Consider functors D : A → Spectra, E : B → Spectra and a natural transforma-
tion τ : D → F ∗E. For B ∈ B write vB : F ↓ B → A for the forgetful functor.
Suppose that for any B ∈ B the canonical map

hocolim
F↓B

v∗BD
∼
−→ E(B)

is an equivalence. Then the canonical map

hocolim
A

D
∼
−→ hocolim

B
E

is an equivalence as well.

Proof. The assumption implies that E is the homotopy push down F∗D of D along
F . The assertion follows from [25, 9.4]. �

A.ii. Homotopy colimits and categories with product. Let P be a small
category with all non-empty finite products. Let P+ be the category obtained from
P by adding a terminal object ∗. For example for P = PA, we have P+ = P+A.
Let D : P+ → Spectra be a functor. The unique maps P → ∗ induce the canonical
map

hocolim
P∈P

D(P ) → D(∗).

Lemma A.3. Fix Q ∈ P. Then the canonical map

hocolim
P∈P

D(P ×Q) → D(Q)

is an equivalence.

Proof. Consider

P
fQ
−−→

(
P ↓ Q

) vQ
−−→ P

D
−→ Spectra

where fQ sends P to the canonical projection P ×Q → Q and vQ is the forgetful
functor. It is easy to verify that fQ is right cofinal. Obviously (Q, idQ) is terminal
in P ↓ Q. Thus, using Lemma A.1,

hocolim
P∈P

D(P ×Q) = hocolim
P

f∗
Qv

∗
QD

∼
−→ hocolim

P↓Q
v∗QD

∼
−→ v∗QD(Q, idQ) = D(Q).

�
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Proposition A.4. Let A be a small category. Let E be the smallest collection of
functors E : P+A → Spectra that is closed under hocolimits, retracts and contains
all functors of the form P 7→ D(P ×Q) with Q ∈ P and D : P → Spectra. Then
for any E ∈ E the canonical map

hocolim
P∈P

E(P )
∼
−→ E(∗).

is an equivalence.

Proof. Homotopy colimits and retracts of equivalences are again equivalences. The
result follows thus from Lemma A.3. �

Lemma A.5. The nerv of P is contractible (provided that P is non-empty).

Proof. Let Q be a fixed object of P . Let cQ, xQ : P → P be the functors cQ(P ) = Q,
cQ(ϕ) = idQ, xQ(P ) = P × Q, xQ(ϕ) = (ϕ × idQ). There are evident natural
transformations idP ← xQ → cQ. On the nerv idP induces the identity, cQ induces
a constant map, and the two maps are homotopic. �

Lemma A.6. Let Q be a further category with all non-empty finite products. Let
F : Q → P be a product preserving functor. Assume that P ↓ F is non-empty for
all P ∈ P. Then F is right cofinal. In particular, for any D : P → Spectra the
canonical map

hocolim
Q

F ∗D
∼
−→ hocolim

P
D

is an equivalence.

Proof. Using that Q has all non-empty finite products and that F preserves finite
products, it is not difficult to check that P ↓ F also has all non-empty finite prod-
ucts. Lemma A.5 implies that F is right cofinal. The statement about homotopy
colimits follows from Lemma A.1. �

Appendix B. K-theory of dg-categories

In order to obtain induced maps in K-theory for homotopy coherent functors
we use K-theory for dg-categories. We briefly review its construction. We write
Catdg for the category of small dg-categories [36]. For a dg-category C and objects
C,C′ ∈ C, we write C(C,C′) for the chain complex of morphisms from C to C′. For
a dg-category C the category H0(C) has the same objects as C and for C,C′ ∈ C the
set of morphisms C → C′ in H0(C) is given by H0(C(C,C′)). A functor F : C → D
of dg-categories is a quasi-equivalence if

F∗ : C(C,C
′)→ D(F (C), F (C′))

is a quasi-isomorphism for all C,C′, and it induces an equivalence H0(C)→ H0(C).

Theorem B.1 ([19, 36, 48]). There exists a functor

K : Catdg → Spectra

with the following properties:

(a) Restricted to additive categories K is weakly equivalent to the usual (non-
connective) K-theory functor;

(b) For an additive category A the inclusion of A into the category chfinA of finite
chain complexes induces a weak equivalence K(A)→ K(chfin(A));

(c) If F : C → C′ in Catdg is a quasi-equivalence, then K(F ) is a weak equivalence.
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Sketch of proof. K-theory of a dg-category C can be defined as the Waldhausen
K-theory of the category of perfect C-modules [36, Sec. 5.2] and [19].

We review the construction of Schlichting [48, Sec. 6.4]66. Let C be a dg-category.
A C-module is a dg-functor M : Cop → ch(Z-Mod). A map of C-modules M →M ′

is a natural transformation by chain maps. A C-module is free on v ∈ M(C)k if
f 7→ f∗(v) defines an isomorphism C(−, C)[k]→M(−) of C-modules. A finite cell
C-module is a C-moduleM together with a finite filtrationM0 ⊆M1 ⊆ · · · ⊆Mn =
M such that the quotients Mi/Mi−1 are free on a finite number of generators. We
write C-cell for the category of finite cell C-modules. If A is an additive category,
then the category of finite cell A-modules can be identified with the dg-category
chfin(A) of finite chain complexes over A. For C = chfin(A) the Yoneda embedding
of chfin(A) into the category of chfin(A)-modules identifies chfin(A) with chfin(A)-
cell. A sequence

M
i
−→M ′ p

−→M ′′

in C-cell is said to be exact, ifM(C)→M ′(C)→M ′′(C) is exact in ch(Z) for each
C ∈ C. With this notion of exact sequences C-cell is an exact category.

The exact category C-cell has enough injectives and projectives.67 The classes
of projectives and injectives in this exact category coincide and are given by the
contractible cell modules. A map C-cell factors over an injective (projective), if and
only if it chain nullhomotopic. (All this can be proven using cones of C-modules
exactly as in [48, Sec.6.4].)

A Frobenius category is an exact category E with enough projectives and injec-
tives such that the classes of injectives and projectives coincide. The associated
stable category is the quotient of E by the subcategory of projectives (injectives),
i.e., morphisms are identified if they factor over a projective (injective). A map of
Frobenius categories is an exact functor that preserves projectives (injectives). The
category of cell modules C-cell is a Frobenius category and the associated stable
category is the homotopy category of C-cell.

Schlichting’s [48, Sec. 12.1] non-connective K-theory functor

KFrob : Frobenius categories→ Spectra

has the following property: if a map E → E ′ of Frobenius categories induces an
equivalence of stable categories, then KFrob(E) → KFrob(E) is an equivalence [48,
Cor. 1].

For a dg-category C one then defines

K(C) := KFrob(C-cell).

For an additive category A we have A-cell ≃ chfin(A), see above. Now (a) follows
from [48, Thm. 5]. For (b) we can use that for an additive category A the inclusion
A → chfin(A) induces an equivalence on cell modules and therefore in K-theory.
For (c) we use that for a quasi-equivalence C → C′ the induced functor on the
stable categories associated to the categories of cell modules (i.e., on the homotopy
categories of cell modules) is an equivalence. �

We record the following consequence of the quasi-isomorphism invariance of K-
theory.

66Strictly speaking Schlichting only considers dgas, not dg-categories, but his construction
generalizes in a straight forward manner.

67I is injective (projective) in an exact category E if for any exact sequence A
i
−→ B

p
−→ C the

map E(B, I)
i∗

−→ E(A, I) (the map E(P,B)
p∗
−−→ E(P,C)) is onto [35, Sec. 5].
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Corollary B.2. Let F, F ′ : C → D be dg-functors and let τ : F → F ′ be a natural
transformation of dg-functors. Assume that H0(τ) : H0(F ) → H0(F

′) is an iso-
morphism between the functors H0(F ), H0(F

′) : H0(C)→ H0(D). Then K(F ) and
K(F ′) are homotopic.

Proof. This follows from Theorem B.1 (c) using the path dg-category P (D) asso-
ciated to D (see [24, 2.9] and [50, Def. 4.1]) by a standard argument.

Objects of P (D) are diagrams D
f
−→ D′ in D with f closed of degree 0 whose

homology class is an isomorphism in H0(D). Given objects D0
f0
−→ D′

0, D1
f1
−→ D′

1,

the complex P (D)(D0
f0
−→ D′

0, D1
f1
−→ D′

1) is the homotopy fiber of

D(D0, D
′
0)⊕D(D1, D

′
1) → D(D0, D

′
1)

(ϕ, ϕ′) 7→ f1 ◦ ϕ− ϕ
′ ◦ f0.

Composition is defined by the formula

(ϕ1, ϕ
′
1, s1) ◦ (ϕ0, ϕ

′
0, s0) := (ϕ1 ◦ ϕ0, ϕ

′
1 ◦ ϕ

′
0, ϕ

′
1 ◦ s0 + s1 ◦ ϕ0).

There are dg-functors p, p′ : P (D) → D with p(D
f
−→ D′) = D, p′(D

f
−→ D′) = D′.

We also have i : D → P (D) with i(D) = (D
idD−−→ D) and Ψ: C → P (D) with

Ψ(C) = (F (C)
τC−−→ F ′(C)). Then p ◦ i = p′ ◦ i = idD. Moreover, i is a quasi-

isomorphism [50, Lem. 4.3]. Using Theorem B.1 (c) this implies K(p) ≃ K(p′). We
also have F = p ◦Ψ and F ′ = p′ ◦Ψ. Thus K(F ) ≃ K(F ′). �

Appendix C. Homotopy coherent functors

Our construction of the transfer depends on induced maps in K-theory for homo-
topy coherent functors. Here we give a self contained construction of such induced
maps that is tailored to our specific needs. It is very pedestrian, by no means a
complete theory, and makes no direct contact with the elegant language of stable
∞-categories. We include this for completeness.

Definition C.1. Let A and B be additive categories. A homotopy coherent functor
F = (F 0, F 1, . . . ) : A → chB consists of the following data.

(C.1a) For any object A ∈ A an object F 0(A) ∈ chB;

(C.1b) For any chain

A0
ϕ1
←− A1

ϕ2
←− . . .

ϕn
←−− An

of morphisms in A a map Fn(ϕ1, . . . , ϕn) : F
0(An) → F 0(A0) of degree

n− 1.

F is required to satisfy

dFn(ϕ1, . . . , ϕn) =

n−1∑

j=1

(−1)j
(
Fn−1(ϕ1, . . . , ϕj ◦ ϕj+1, . . . ϕn)

− F j(ϕ1, . . . , ϕj) ◦ F
n−j(ϕj+1, . . . , ϕn)

)
.

Here d is the differential in homchB(F (An), F (A0))
68. The Fn are also be required

to be multi-linear in the ϕi.

Example C.2. Every functor f : A → chB can be viewed as a homotopy coherent
functor F with F 0(A) = f(A), F 1(ϕ) = f(ϕ), Fn ≡ 0 for n ≥ 2.

68We use d(ψ) = dB′ ◦ ψ − (−1)|ψ|ψ ◦ dB for ψ : B → B′ in chB of degree |ψ|.
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Example C.3 (Deformation of a functor to a homotopy coherent functor). Let
f : A → chB be a Z-linear functor. Suppose we are given for each A ∈ A a diagram
in chB

BA
iA−→ f(A)

rA−−→ BA

with rA ◦ iA = idBA
and a chain homotopy HA : iA ◦ rA ≃ idf(A). Then we obtain

a homotopy coherent functor F = (F 0, F 1, . . . ) with F (A) = BA for A ∈ A and

Fn(ϕ1, . . . , ϕn) =

rA0 ◦ f(ϕ1) ◦HA1 ◦ f(ϕ2) ◦ · · · ◦ f(ϕn−1) ◦HAn−1 ◦ f(ϕn) ◦ iAn

for
A0

ϕ1
←− A1

ϕ2
←− . . .

ϕn
←−− An

in A.

Definition C.4. Let F,G : A → chB be homotopy coherent functors. A strict
natural transformation τ : F → G consists of chain maps τA : F 0(A) → G0(A) for
all A ∈ A such that for any chain

A0
ϕ1
←− A1

ϕ2
←− . . .

ϕn
←−− An

of morphisms in A the diagram

F (An)
τAn

//

Fn(ϕ1,...,ϕn)

��

G(An)

Gn(ϕ1,...,ϕn)

��

F (A0)
τA0

// G(A0)

commutes.

Example C.5. Let f : A → chB,

BA
iA−→ f(A)

rA−−→ BA

and HA be as in Example C.3. Let F : A → chB be the homotopy coherent functor
associated to this data.

Let g : A → chB a further functor, which we also view as a homotopy coherent
functor, see Example C.2.

Let τ : f → g be a natural transformation. Suppose we are given chain maps
pA : BA → g(A) such that τA = pA ◦ rA, pA = τA ◦ iA, 0 = τA ◦ HA. Then pA
determines a strict natural transformation F → g.

Definition C.6. We write Int for the following category. The objects of Int are
linearly ordered sets of the form [0, n] := {0 < 1 < · · · < n} with n ∈ N>0. Maps
[0, n]→ [0,m] are strictly order preserving maps σ : {0 < · · · < n} → {0 < · · · < m}
with σ(0) = 0, σ(n) = σ(m). In particular σ is injective and n ≤ m.

Remark C.7. There is an identification ∆op
inj
∼= Int. Here ∆ is the usual simplicial

category of finite ordered sets of the form {0 < · · · < n} and ∆inj is the subcategory
obtained by restricting to injective maps.

Remark C.8. Often we will identify [0, n] ∈ Int with the category associated to
[0, n] as a poset. Note that a composable chain of morphisms

A0
ϕ1
←− A1

ϕ2
←− . . .

ϕn
←−− An

in A is the same thing as a functor [0, n]op → A.
Moreover, any finite linearly order set I with at least two elements is canonically

isomorphic to some [0, n]. In particular, we can evaluate any homotopy coherent
functor F : A → chB on any functor Iop → A.



82 BARTELS, A. AND LÜCK, W.

Definition C.9. For [0, n] ∈ ob Int we define the chain complex C∗([0, n]) as
follows. As an abelian group C∗([0, n]) is generated by pairs (I, J) with {0 < n} ⊆
J ⊆ I ⊆ [0, n]. The degree of (I, J) is the cardinality |I \J | of I \J . The boundary
d is determined as follows. Write I \ J = {i1 < · · · < il}. Then

(I, J) 7→
l∑

j=0

(−1)j
(
(I \ {ij}, J)− (I, J ∪ {ij})

)
.

For σ : [0, n]→ [0,m] we define σ∗ : C∗([0, n])→ C∗([0,m]) by

σ∗(I, J) :=

{
(σ(I), σ(J)) |I \ J | = |σ(I) \ σ(J)|

0 else
.

Altogether we obtain the functor69

C∗ : Int→ ch(Z-Mod).

Remark C.10. The chain complex C∗([0, n]) can also be described as the cellular
chain complex of the (n -)1-dimensional cube.

Remark C.11. In the category of functors Int → Z-Mod the complex C∗(−) is
degreewise free; we have

Ck(−) ∼=

∞⊕

i=1

⊕

{0 < i} ⊆ J ⊆ [0, i],
|[0, i] \ J| = k

ZInt(J,−).

Remark C.12. There is a concatenation map

(C.13) C∗([0, n])⊗ C∗([0,m])→ C∗([0, n+m])

defined by (I, J)⊗ (I ′, J ′) 7→ (I ∪ n+ I ′, J ∪ n+ J ′).

Lemma C.14. The augmentation map ǫ : C∗([0, n]) → Z with ǫ(I, I) = 1 is a
homology isomorphism.

Proof. We proceed by induction on n. For n = 1 the augmentation is an isomor-
phism. For n > 1 we define C̃∗([0, n]) as the sub-complex of C∗([0, n]) spanned by

all (I, J) with 1 /∈ I. Clearly C̃∗([0, n]) ∼= C∗([0, n− 1]). The map defined by

(I, J) 7→

{
(I, J ∪ {1}) 1 ∈ I \ J

0 else

induces a contraction on the quotient C∗([0, n])/C̃∗([0, n]). Thus the inclusion

C̃∗([0, n])→ C∗([0, n]) induces an isomorphism in homology. �

In the following we abbreviate A(A,A′) := morA(A,A
′).

Definition C.15. Let A be a small Z-linear category. For [0, n] ∈ Int and A,A′ ∈
obA we define

A[0,n](A,A
′) :=

⊕

A1,...,An−1∈A

A(A1, A
′)⊗A(A2, A1)⊗ · · · ⊗ A(A,An−1).

There is an evident concatenation map

(C.16) A[0,n](A
′, A′′)⊗A[0,m](A,A

′)→ A[0,n+m](A,A
′′).

Using composition in A, this construction is functorial in Int and we obtain for
fixed A,A′ ∈ A a contravariant functor

A−(A,A
′) : Int→ Z-Mod; [0, n] 7→ A[0,n](A,A

′).

69In the language of [22, end of Section 3] this is the covariant ZInt-chain complex C∗(EbarInt)
for EbarInt the bar-model for the covariant classifying Int-CW -complex of the category Int.
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Definition C.17. Let A be a small Z-linear category. The dg-category CA is
defined as follows. The objects of CA are the objects of A. For objects A,A′ ∈ A
the chain complex of morphisms is defined as

CA(A,A
′) := A−(A,A

′)⊗Int C∗(−).

Here A[0,n](A,A
′) is viewed as a chain complex concentrated in degree 0. Compo-

sition is induced from the concatenation maps (C.13) and (C.16).

Construction C.18. We construct a functor comp: CA → A as follows. On
objects the functor is the identity. Let A,A′ ∈ A. Then

comp: CA(A,A
′)→ A(A,A′)

is defined as follows. For f ∈
(
CA(A,A

′)
)
>0

we set comp(ϕ) = 0. Let f ∈(
CA(A,A

′)
)
0
. We can write f = (ϕ1, . . . , ϕn)⊗ (I, I) with n ∈ N and {0, 1} ⊆ I ⊆

[0, n]. Then comp(f) = ϕ1 ◦ · · · ◦ ϕn.

Lemma C.19. The functor comp: CA → A is a quasi-isomorphism.

Proof. The objects of C and A coincide. It remains to show that for all A,A′ ∈ A

comp: CA(A,A
′)→ A(A,A′)

is a chain homotopy equivalence. Here A(A,A′) is viewed as chain complex con-
centrated in degree 0.

By Lemma C.14 the augmentation ǫ : C∗([0, n])→ Z is a homology isomorphism.
As Int([0, 1], [0, n]) consists of a single morphism we obtain a homology isomorphism

C∗(−)→ Z
[
Int([0, 1],−)

]
,

of chain complexes in the category of functors Int→ Z-Mod. As both are free, see
Remark C.11, it is a chain homotopy equivalence. Thus

CA(A,A
′) = A[0,n](A,A

′)⊗[0,n]∈Int C∗([0, n])

≃ A[0,n](A,A
′)⊗[0,n]∈Int Z

[
Int([0, 1], [0, n])

]

= A[0,1](A,A
′) = A(A,A′).

�

Construction C.20. Let F : A → chB be a homotopy coherent functor. We define
a functor FC : CA → chB as follows. On objects the functor is given by A 7→ F (A).
For A,A′ ∈ A

CA(A,A
′)→ chB(F (A), F (A′))

is induced from the maps

(C.21) A[0,n](A,A
′)⊗ C∗([0, n])→ chB

(
F (A), F (A′)

)

that we define next. Let ϕ1 ⊗ · · · ⊗ ϕn ⊗ (I, J) ∈ A[0,n](A,A
′) ⊗ C∗([0, n]). We

obtain a functor φ : [0, n]op → A that sends the map l → l+1 in [0, n] to fl+1. Write
J = {j0 = 0 < j1 < · · · < jk = n} and set Jr−1,r := {jr−1 < jr−1+1 < · · · < jr}∩I
for r = 1, . . . , k. Recall that we can evaluate F on any (contravariant) functor from
a finite linear ordered set to A. Now (C.21) sends ϕ1 ⊗ · · · ⊗ ϕn ⊗ (I, J) to

F (φ|Jk−1,k
) ◦ F (φ|Jk−2,k−1

) ◦ · · · ◦ F (φ|J1,2 ) ◦ F (φ|J0,1 ).

Verifying that this yields a well-defined functor FC is a lengthy but not difficult
computation, that we omit.

Remark C.22. The construction of compCA → A is the special case of Construc-
tion C.20 applied to idA : A → A.
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Remark C.23. Let F,G : A → chB be homotopy coherent functors and τ : F → G
be a strict natural transformation. Then τ also defines a natural transformation
FC → GC.

Remark C.24. Let F : A → chfin B be a homotopy coherent functor. We can
apply K-theory to

A
comp
←−−− CA

FC−−→ chfin B
i
←− B

where i is the inclusion. Using Theorem B.1 we obtain an induced zig-zag in K-
theory

(C.25) KA
∼
←− KCA

K(FC)
−−−−→ K chfin B

∼
←− KB.

Remark C.26. Let F,G : A → chfin B be homotopy coherent functors and τ : F →
G be a strict natural transformation. Then τ also defines a natural transformation
FC → GC. Suppose that τA : F 0(A) → G0(A) is a weak equivalence for all A ∈ A.
Corollary B.2 implies that thenK(FC) ≃ K(GC). In other words the zig-zags (C.25)
induced in K-theory by F and G agree up to homotopy.

Appendix D. Mapping X to |JCvcy(G)|∧

Let G be a reductive p-adic group and let X be the associated extended Bruhat-
Tits building. The extended Bruhat-Tits building X can be given a simplicial
structure for which the action of G is simplicial, proper and smooth. We will also
use the existence of a CAT(0)-metric dX on X that generates the topology of X
and is G-invariant. We fix a base point x0 ∈ X . We write BR for the closed ball of
radius R centered at x0 and πR : X → BR for the radial projection.

For a collection of subgroups V ⊆ Cvcy we will consider the P+All(G)-simplicial
complex JV(G) from Example 6.4. For N ∈ N we will also use JNV (G) from Ex-
ample 6.4. Recall that the simplicial complex JNV (G) underlying JNV (G) is a finite
complex if V is finite. We will also need the foliated distance dJN

V (G)-fol on |J
N
V (G)|∧

(defined in Subsection 7.c). Recall that it is compatible with restrictions to sub-
complexes, i.e., dJN

V (G)-fol = d
JN′

V′ (G)-fol||JN
V (G)|∧ for N ≤ N ′, V ⊆ V ′. To ease

notation we abbreviate dJ-fol := dJN
V (G)-fol.

The following result is [6, Thm. 1.2] for td-groups with an action on CAT(0)-
space satisfying a technical assumption. This assumption is satisfied for the action
of a reductive p-adic group on its extended Bruhat-Tits building [6, Prop. A.7].

Theorem D.1 (X to J). There is N ∈ N such that for all M ⊆ G compact
and ǫ > 0 there are β > 0 and V ⊆ Cvcy finite with the following property. For
all η > 0 and all L > 0 we find R > 0 and a (not necessarily continuous) map
f : X → |JNV (G)|∧ satisfying:

(a) for x ∈ BR+L, g ∈M we have dJ-fol(f(gx), gf(x)) < (β, η, ǫ);
(b) for x ∈ BR+L, R

′ ≥ R we have dJ-fol(f(x), f(πR′ (x))) < (β, η, ǫ);
(c) there is ρ > 0 such that for all x, x′ ∈ X with dX(x, x′) < ρ we have

dJ-fol(f(x), f(x
′)) < (β, η, ǫ).

The three assertions appearing in Theorem D.1 correspond to (12.2a), (12.2b)
and (12.2c) from Assumption 12.2.

The goal in this section is to outline the proof Theorem D.1. A detailed con-
struction is given in [6, Thm. 1.2].

D.i. The flow space. We briefly recall the flow space FS associated to X from [3,
Sec. 1]. It consists of all generalized geodesic, i.e., of continuous maps c : R → X
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whose restriction to some close interval70 is an isometric embedding and is locally
constant on the complement of this interval. The metric on FS is given by

dFS (c, c
′) :=

∫

R

dX(c(t), c′(t))

2e|t|
dt.

In this metric the distance between c and c′ is small, iff the restrictions c|[−a,a] and
c′|[−a,a] are pointwise close for large a. We recall from [3, Prop. 1.7] that this metric
generates the topology of uniform convergence on compact subsets. The flow Φ on
FS is defined by

(Φτ c)(t) := c(t+ τ).

For c, c′ ∈ FS , α, δ > 0 we write

dFS -fol(c, c
′) < (α, δ)

if there is t ∈ [−α, α] with dFS (Φt(c), c
′) < δ.

The construction is natural for the action of the isometry group of X . In par-
ticular, G acts on FS , the flow Φτ is G-equivariant, and dFS and dFS -fol are both
G-invariant.

D.ii. V -foliated distance and the flow space. There is a close relation between
the foliated distance dFS-fol on the flow space and the V -foliated distance from
Subsection 5.c. We discuss the case G = SL2(F ). We will not explicitly use
elsewhere what follows, but this was our motivation for the definition of V -foliated
distance.

The building X for SL2(F ) is a simplicial tree, the Bass-Serre tree. We normalize
the metric on X such that each edge has length 1. Let us say that a bi-infinite
combinatorial geodesic is an isometric embedding c : R→ X that sends Z ⊆ R into
the 0-skeleton X0 of the Bass-Serre tree71. The bi-infinite combinatorial geodesics
form a closed subspace FS ♯ of FS . The flow on FS restricts to an Z action on FS ♯.
Fix c ∈ FS ♯ and let Kc be the (pointwise) stabilizer of c and Vc be the stabilizer

of the image of c in the quotient of FS ♯ by the Z-action, compare D.vi. There is a
choice of c such that Kc is the subgroup of diagonal matrices in SL2(O), where O
is the ring of integers of F and Vc is the subgroup of diagonal matrices in SL2(F ),

but this will not be important in the following. Define π : G → FS ♯ as g 7→ gc.
As the action of SL2(F ) on X is strongly transitive, the induced action on FS ♯ is

transitive. Thus we can identify FS ♯ with G/Kc via π. The group Vc/Kc acts on
Z ∼= c(Z) ⊆ X0 by translation. This induces a group homomorphism t : Vc → Z,
that in turn induces an isomorphism t̄ : Vc/Kc

∼= Z. The quotient Vc/Kc acts from

the right on G/Kc and under G/Kc ≡ FS ♯ and Vc/Kc
∼= Z this action is the Z-

action on FS ♯ induced from the flow on FS . Recall that dVc-fol on G depended on
the choice of a left invariant proper metric dG on G. The metric dFS restricts to
a metric on FS ♯. As π is G-equivariant it is in particular uniformly continuous.
As dG|Vc

is proper and Vc-invariant and as Kc is compact, t : Vc → Z is a coarse
equivalence. This means that for all A > 0 there is B > 0 such that for all v, v′ ∈ Vc

dG(v, v
′) ≤ A =⇒ |t(v) − t(v′)| ≤ B;

|t(v)− t(v′)| ≤ A =⇒ dG(v, v
′) ≤ B.

Combining all this we have the following: for all α > 0 there is β > 0, such that
for ǫ > 0 there is δ > 0 such that for all g, g′ ∈ G,

dVc-fol(g, g
′) < (α, δ) =⇒ dFS -fol(π(g), π(g

′)) < (β, ǫ);
dFS -fol(π(g), π(g

′)) < (α, δ) =⇒ dVc-fol(g, g
′) < (β, ǫ).

70By this we mean a subset of the form (−∞, b], [a,∞), (−∞,∞), or [a, b].
71Bi-infinite combinatorial geodesics are uniquely determined by their restriction to Z and any

isometric embedding Z → X0 extends uniquely to a bi-infinite combinatorial geodesic.
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Thus we can translate between dFS-fol and dVc-fol.

D.iii. Factorization over the flow space. The maps in Theorem D.1 are con-
structed in two steps as compositions

X
f0
−→ FS

f1
−→ |JNV (G)|∧;

Theorem D.2 (X to FS ). For allM ⊆ G compact there is α > 0 with the following
property. For all δ > 0, L > 0 there exists R > 0 and a uniformly continuous map
f0 : X → FS such that

(a) for x ∈ BR+L, g ∈M we have dFS-fol

(
f0(gx), gf0(x)

)
< (α, δ);

(b) for x ∈ BR+L, R
′ ≥ R we have dFS-fol

(
f0(x), f0(πR′(x))

)
< (α, δ), where πR′

denotes the radial projection onto BR+L.

Theorem D.3 (FS to J). There is N ∈ N such that for any α > 0 and any ǫ > 0
there are β > 0 and V ⊆ Cvcy finite such that for any η > 0 there are δ > 0,
f1 : FS → |JNV |

∧, satisfying the following properties.

(a) For c, c′ ∈ FS with dFS-fol(c, c
′) < (α, δ) we have dJ-fol

(
f1(c), f1(c

′)
)
< (β, η, ǫ);

(b) For c ∈ FS, g ∈ G we have dJ-fol
(
f1(gc), gf1(c)

)
< (β, η, ǫ).

Theorem D.2 is [6, Thm. 4.1]. Its proof uses the CAT(0)-geometry of X and
associated dynamic properties of the flow space and is sketched in Subsection D.iv.
Theorem D.3 is [6, Thm. 4.3]. Its proof uses so called long and thin covers for the
flow space and is sketched in Subsection D.v.

Theorem D.1 is a formal consequence of Theorems D.2 and D.3. Formally this
uses that for any α > 0, δ > 0 there is ρ > 0 such that dX(x, x′) < ρ implies
dFS -fol(f1(x), f1(x

′)) < (α, δ). This statement follows from uniform continuity of
f1 (even uniformly in α).

D.iv. Dynamic of the flow. Theorem D.2 is closely related to the results from [3,
Sec. 3] and follows from similar estimates72. We sketch its proof here.

For x, x′ ∈ X we write cx,x′ ∈ FS for the generalized geodesic from x to x′, i.e.,
for the generalized geodesic characterized by

cx,x′(t) = x t ∈ (−∞, 0];

cx,x′(t) = x t ∈ [d(x, y),+∞).

For T ≥ 0 consider the map fT1 : X → FS , x 7→ ΦT (cx0,x). Recall that x0 ∈ X is
our fixed base point. Both x 7→ cx0,x and ΦT (for fixed T ) are uniformly continuous,
in particular, fT1 is uniformly continuous.

Lemma D.4. For all δ > 0 there is ∆ > 0 such that for all R′, T with R′ ≥ T +∆,
x ∈ X we have

dFS

(
fT1 (x), fT1 (πR′ (x))

)
< δ.

x0 ΦT (cx0,x)(0) = ΦT (cx0,πR′(x)(0) πR′ (x) x

= T ≥ ∆

Figure 4. Schematic picture for Lemma D.4

72The present set-up is simpler and avoids the homotopy action in our estimates.
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Sketch of proof for Lemma D.4. For large ∆ the generalized geodesics fT1 (x) =
ΦT (cx0,x) and fT1 (πR′ (x)) = ΦT (cx0,πR′(x)) agree on a large interval [−a, a], see
Figure 4, and are therefore close to each other in FS . For more details see [6,
Lem. 5.2]. �

Lemma D.5. For all α > 0, ∆ > 0, L > 0, and δ > 0 there are R > 0, 0 ≤ T ≤
R−∆ such that for all x ∈ BR+L(b) and g ∈ G with dX(b, gb) ≤ α, we have

dFS-fol

(
gfT1 (x), fT1 (gx)

)
< (α, δ).

gx0

x0

gx

ΦT (gcx0,x)(0)

ΦT (cx0,gx)(0)
ΦT+τ (cx0,gx)(0)

Figure 5. Schematic picture for Lemma D.5

Sketch of proof for Lemma D.5. We have gfT1 (x) = ΦT (cgx0,gx) and fT1 (gx) =
ΦT (cgx0,x). Let τ := dX(x0, gx) − dX(gx0, gx). By assumption τ ∈ [−α, α]. Now
for r >> 0, R >> 0 and T := R−r, ΦT (cgx0,gx) and ΦT+τ (cgx0,x) will be pointwise
close on a large interval [−a, a] by the CAT(0) inequality, see Figure 5. For more
details see [6, Lem. 5.4]. �

Sketch of proof for Theorem D.2. We set α := max{dX(gx0, x0) | g ∈ M}. Given
δ > 0, L > 0 we first choose ∆ as in Lemma D.4 and use then Lemma D.5 to
choose R and T . Then fT1 : X → FS has the desired properties: for (a) we use the
estimate from Lemma D.5 and for (b) we use the estimate from Lemma D.4. �

D.v. Long thin covers.

Definition D.6 (α-long cover). A cover U of the flow space FS by open subsets is
said to be α-long if for any c0 ∈ FS there exists U ∈ U such that Φ[−α,α](c0) ⊆ U .

Typically such covers are thin in directions transversal to the flow and are often
referred to as long thin covers. The proof of Theorem D.3 uses the following three
results for the flow space.

Proposition D.7 (Partition of unity). For all α > 0, ε > 0, N ∈ N there is
α′ > 0 such that the following holds. Let U be a α′-long cover of dimension ≤ N by
G-invariant open subsets of FS. Then there exists a partition of unity {tU : FS →
[0, 1] | U ∈ U} subordinate to U and δ > 0 such that

(a) for U ∈ U , c, c′ ∈ FS with dFS-fol(c, c
′) < (α, δ) we have

|tU (c)− tU (c
′)| < ε;

(b) the tU are G-invariant.

Proposition D.7 is [6, Prop. 6.4]. Its proof is not complicated. The fact that the
cover is α′-long allows us to find a partition of unity whose functions only vary very
slowly along flow lines.

Proposition D.8 (Dimension of long thin covers). There is N ∈ N such that for
any α′ > 0 there is α′′ such that the following is true. Let W be an α′′-long cover
of FS by G-invariant open subsets. Then there exist collections U0, . . . ,UN of open
G-invariant subsets of FS such that
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(a) U := U0 ⊔ . . . ⊔ UN is an α′-long cover of FS, in particular Ui ∩ Uj = ∅ for
i 6= j;

(b) for each i the open sets in Ui are pairwise disjoint;
(c) for each U ∈ U = U0 ⊔ . . . ⊔ UN there is W ∈ W with U ⊆W .

Proposition D.8 is [6, Prop. 6.6]. It is closely related to other existence results for
long and thin covers in the literature, although it is not stated in exactly this form
elsewhere. To prove it one can pass to the quotient G\FS and adapt the strategy
from [34]. The main difference is that here our constrain on U is formulated in
terms of the given cover W , while in [34] the constrain on the members of U are
formulated in terms of the group action.

Proposition D.9 (Local structure). For all α′′ > 0 there are β > 0 and V ⊆ Cvcy
finite with the following property. For all η > 0 and all c0 ∈ FS there exist U ⊆ FS
open, h : U → G, V ∈ V and δ′′ > 0 such that

(a) for some neighborhood U0 of the orbit Gc0 we have Φ[−α′′,α′′](U0) ⊆ U ;
(b) U is G-invariant;
(c) for c, c′ ∈ U we have

dFS-fol(c, c
′) < (α′′, δ′′) =⇒ dV -fol(h(c), h(c

′)) < (β, η);

(d) for c ∈ U , g ∈ G we have;

dV -fol(h(gc), gh(c)) < (β, η).

Proposition D.9 is [6, Prop. 6.8]. We will briefly discuss its proof in Subsec-
tion D.vi.

The map f1 from Theorem D.3 can locally be constructed using Proposition D.9.
Using the partition of unity from Proposition D.7 these can be patched together to
a map FS → |JNV (G)|∧. As noted already in Subsection 1.m this patching procedure
forces us to pass from orbits to products of orbits. Some care is needed to control
the dimension of the image of theses maps; this is where Proposition D.8 is needed.

D.vi. Local structure of the flow space. For c ∈ FS (X) we set

Kc := Gc = {g ∈ G | gc = c} = {g ∈ G | gc(t) = c(t) for all t ∈ R};

Vc := {g ∈ G | ∃t ∈ R such that gc = Φt(c)};

τc := inf{t > 0 | ∃v ∈ Vc \Kc,with Φt(c) = vc}.

We use inf ∅ = ∞. If τc < ∞ then we say that c is periodic. We have Kc ⊆ Vc as
the flow is G-equivariant. For α > 0, δ > 0, c ∈ FS we set

(D.10) U fol
α,δ(c) := {c

′ ∈ FS | dFS -fol(c, c
′) < (α, δ)}.

One may think of U fol
α,δ(c) as an open ball around c with respect to dFS -fol.

Proposition D.11. Let FS 0 ⊆ FS be compact. For all α > 0 there is β > 0 such
that the following is true: For all η > 0, c0 ∈ FS0, there are δ > 0 and a (not
necessarily continuous) map h : G · U fol

α,δ(c0)→ G satisfying

(a) for c, c′ ∈ G · U fol
α,δ(c0) we have

dFS-fol(c, c
′) < (α, δ) =⇒ dVc0 -fol

(h(c), h(c′)) < (β, η);

(b) for g ∈ G, c ∈ G · U fol
α,δ(c0) we have

dVc0 -fol
(h(gc), gh(c)) < (β, η).

Sketch of proof. Let α > 0 be given. Using compactness of FS 0, it is not difficult
to show the following: there is β > 0 such that for g ∈ G, c ∈ FS0 we have

dFS (gc, c) < 3α =⇒ dG(g, e) < β.
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Next let η > 0 and c0 ∈ FS 0 be given. For n ∈ N choose hn : G · U fol
α,1/n(c0) → G

such that c ∈ hn(c) · U fol
α,1/n(c0) for all c ∈ G · U

fol
α,δn

(c0). It is not difficult to check

that for all sufficiently large n the map hn satisfies (a) and (b). For more details
see [6, Prop. 9.2]. �

Remark D.12. In the assertion of Proposition D.11 the estimates can be strength-
ened to use dKc0 -fol

in place of dVc0 -fol
provided τc0 > ℓ where ℓ is a constant only

depending on α.

On its own Proposition D.11 is not quite strong enough to imply Proposition D.9,
because it is not quite clear yet that we only need a finite set V of subgroups. To
resolve this one needs to understand how Vc0 varies in c0. Ideally we would like for
Vc0 not to increase in small neighborhoods of c0, at least up to conjugation. While
we do not know this, we have the following result.

Proposition D.13. There exists FS 0 ⊆ FS compact such that

(a) G · FS 0 = FS;
(b) for ℓ > 0 and c0 ∈ FS 0 there exists an open neighborhood U of c0 in FS 0 such

that for all c ∈ U with τc ≤ ℓ we have Vc ⊆ Vc0 .

Proposition D.13 is [6, Prop. A.7]. We will not discuss its proof in detail. But we
want to point out that this proof uses the combinatorial structure of the building
X . Here we fix an apartment A for X and use that the G-action translates any
geodesic to a geodesic in A. To study the groups Vc0 for c0 ∈ FS (A), one can
then use the combinatorial structure of A as a Coxeter complex. Here FS (A) is the
flow space for A. This is the only point where the proof of Theorem D.1 uses the
combinatorial structure of X .

To prove Proposition D.9 one combines Proposition D.11, Remark D.12 and
Proposition D.13. This concludes the discussion of Proposition D.9.
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[14] M. Bökstedt, W. C. Hsiang, and I. Madsen. The cyclotomic trace and algebraic K-theory of
spaces. Invent. Math., 111(3):465–539, 1993.

[15] F. Bruhat and J. Tits. Groupes réductifs sur un corps local. Inst. Hautes Études Sci. Publ.
Math., 41:5–251, 1972.
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