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ON NIELSEN REALIZATION AND MANIFOLD MODELS FOR

CLASSIFYING SPACES

JAMES F. DAVIS AND WOLFGANG LÜCK

Abstract. We consider the problem of whether, for a given virtually torsion-
free discrete group Γ, there exists a cocompact proper topological Γ-manifold,
which is equivariantly homotopy equivalent to the classifying space for proper
actions. This problem is related to Nielsen Realization. We will make the
assumption that the expected manifold model has a zero-dimensional singular
set. Then we solve the problem in the case, for instance, that Γ contains a

normal torsionfree subgroup π such that π is hyperbolic and π is the funda-
mental group of an aspherical closed manifold of dimension greater or equal
to five and Γ/π is a finite cyclic group of odd order.

1. Introduction

If a group G acts effectively on a manifold X with fundamental group π, then
there is a short exact sequence

(1.1) 1→ π
i
−→ Γ

p
−→ G→ 1

and a group action of Γ on the universal cover X̃ so that the action of Γ/π on X̃/π
recovers the G-action on X . (Here Γ is the subgroup of the homeomorphism group

of X̃ given by lifts of the elements of G.)
This paper makes progress on the two following interrelated questions. We will

discuss these questions and then state our results.

Neilsen Realization Question. If X is a closed aspherical manifold with funda-
mental group π, can any group monomorphism φ : G→ Out(π) from a finite group
to the outer automorphism group of π be realized by a G-action on X?

Manifold Model Question. Given a closed aspherical manifold X with funda-
mental group π and dimension d, and a short exact sequence

1→ π → Γ→ G→ 1

with G finite, does there exist a d-dimensional manifold model for EΓ, the classi-
fying space for proper Γ-actions?

The Nielsen Realization Question was raised by Nielsen for 2-manifolds, and
was answered affirmatively by Kerckhoff [35]. The answer to the Nielsen Realiza-
tion Question is also yes for closed Riemannian manifolds with constant negative
sectional curvature (see Subsection 10.6).

In considering the Nielsen Realization Question, the first step is to see if, given
φ, there is an extension (1.1) realizing φ. There is a cohomological obstruction in
H3(G;Z(π)) to the existence of the extension [46, Theorem IV.8.7] and, if an exten-
sion realizing φ exists, H2(G;Z(π)) classifies the extensions [46, Theorem IV.8.8].
Here Z(π) is the center of the group π. Raymond and Scott [51] gave a negative
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answer to the Nielsen Realization Question, by giving examples of (X,φ) where
the group extension does not exist. Block and Weinberger [5] gave negative an-
swers to the Nielsen Realization Question where the center of π is trivial. However,
Nielsen’s original question concerned surfaces of genus > 1, so it is worth noting
that there are no counterexamples known when X is negatively curved, or more
generally when π is a hyperbolic group (in the sense of Gromov). An affirmative
answer was given in [42, Remark 1.21] when dimX ≥ 5, π = π1X is a hyperbolic
group, and the extension Γ of π by G realizing φ is torsionfree. This generalized
the analogous result of Farrell and Jones [32] in the case where X is a Riemannian
manifold of negative curvature with dimX ≥ 5.

The answer to the Nielsen Realization Question is yes for closed Riemannian
manifolds with constant negative sectional curvature (see Subsection 10.6).

Recall that for a discrete group Γ, a model for EΓ is a Γ-space M which is
a Γ-CW-complex so that for every finite subgroup H , the fixed point set MH is
contractible and for every infinite subgroup H , the fixed point set MH is empty.
EΓ is the classifying space for proper actions in the sense that if Y is a proper Γ-
CW-complex (i.e. Γ-CW-complex with finite isotropy), there is a Γ-map Y → EΓ,
unique up to Γ-homotopy. For a survey on EΓ we refer to [41].

A manifold model for EΓ is simply a model M for EΓ, so that M , ignoring the
group action, is a topological manifold. (One could also include the hypothesis that
MH is a submanifold for non-trivial finite subgroups H , but we are interested in
the case where the singular set is discrete, so this distinction is not relevant for
us). A model M for EΓ is cocompact if M/Γ is compact. In the statement of the
Manifold Model Question we could have replaced the words “d-dimensional” with
“cocompact” and had an equivalent question (see 10.1).

Counterexamples to the Manifold Model Question have been given by Davis and
Leary [29] and by Block and Weinberger [5, Theorem 1.5]. However, to the best of
our knowledge, there are no counterexamples known in three cases of interest: (1)
if the normalizer of each nontrivial finite subgroups of Γ is finite, or (2) if EΓ has
a model which is a finite Γ-CW-complex, or (3) if π is a hyperbolic group.

The answer to the Manifold Model Question is yes for closed Riemannian man-
ifolds with constant negative sectional curvature (see Subsection 10.6).

The Borel Conjecture for a closed aspherical manifold X states that any homo-
topy equivalenceN → X whereN is a closed manifold is homotopic to a homeomor-
phism. It has been proven for many manifolds X , but is open in general (see [55]
and [43] for a discussion).

An affirmative answer to the Manifold Model Question implies an affirmative
answer to the Nielsen Realization Question in the following sense. Suppose X is a
closed aspherical manifold with fundamental group π and φ : G→ Out(π) is a group
monomorphism with G finite. Suppose, in addition, that the Borel Conjecture holds
for X and that φ is realized by a group extension

1→ π → Γ→ G→ 1.

If there is a cocompact manifold model M for EΓ, then M/π is a closed manifold
with a G-action realizing φ, and the Borel Conjecture gives a homeomorphism
between X and M/π inducing the identity on the fundamental group.

Under very special circumstances an affirmative answer to the Nielsen Realiza-
tion Question implies an affirmative answer to the Manifold Model Question, see
Section 10.5.

For the rest of the introduction we focus on the Manifold Model Question. We
note that the Manifold Model Question is an existence question. The corresponding
uniqueness question is: are two d-dimensional manifold models for EΓ equivariantly
homeomorphic?
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The simplest case of the existence and uniqueness questions is when Γ is tor-
sionfree, equivalently when Γ acts freely on M . The uniqueness question is the
famous Borel Conjecture. The existence question was solved when dimX ≥ 5 and
X is negatively curved in [32] and extended to the case where dimX ≥ 5 and π is
hyperbolic in [42].

The next level in complexity (compared to free actions) is the pseudo-free case. A
Γ-spaceM is pseudo-free if the singular set M>1 = {x ∈M | Γx 6= 1} is discrete, or,
equivalently the Γ-space M>1 is the disjoint union of its Γ-orbits. If M is pseudo-
free model for EΓ and H is a non-trivial finite subgroup, then MH is a point, fixed
by its normalizer NΓH , hence the normalizer is finite. Conversely, Proposition 2.3
of [19] asserts that if Γ is a virtually torsionfree group where the normalizers of
non-trivial finite subgroups are finite, and if Γ acts properly and cocompactly on
a contractible manifold, then the action is pseudo-free. In summary, a cocompact
manifold model for EΓ is pseudo-free if and only if the normalizer of each non-trivial
finite subgroup is finite. Thus a geometric condition is equivalent to an algebraic
condition.

This is our basic assumption in this paper. The uniqueness question in this case
was studied extensively in [18] and [19]. We improve some of the techniques from
these papers and extend their uniqueness results.

A question related to the manifold model question was posed by Brown [7, page
32]. It asks that, given extension (1.1) with G finite, if Eπ has a d-dimensional
CW-model, then does EΓ have a d-dimensional CW-model? The paper [42] studied
this question in the pseudo-free case and the results of that paper are a key input
for our paper.

A recent book that discussed topics connected to the themes of this paper is [55].

1.1. A special case. As an illustration we state a special case of our main theorem.
Recall that EΓ is a free Γ-CW -complex, which is contractible after forgetting the
Γ-action, or, equivalently, EΓ → BΓ := EΓ/Γ is the universal principal Γ-bundle.
Recall that EΓ is a Γ-CW -complex such that EΓH is contractible for every finite
subgroup H ⊆ Γ and all its isotropy groups are finite, or, equivalently EΓ is the
classifying space for proper Γ-actions. Two models for EΓ or for EΓ are Γ-homotopy
equivalent.

Notation 1.2. Let M be a complete system of representatives of the conjugacy
classes of maximal finite subgroups of Γ. Put

∂EΓ :=
∐

F∈M

Γ×F EF ;

∂EΓ :=
∐

F∈M

Γ/F ;

∂BΓ :=
∐

F∈M

BF ;

BΓ := EΓ/Γ.

Recall that a virtually cyclic group is finite, surjects onto the infinite cyclic group
with finite kernel (type I), or surjects onto the infinite dihedral group with finite
kernel (type II).

We may impose some of the following conditions on a group Γ.

Definition 1.3 (Conditions on Γ).

(M) Every non-trivial finite subgroup of Γ is contained in a unique maximal
finite subgroup;



4 JAMES F. DAVIS AND WOLFGANG LÜCK

(NM) If F is a non-trivial maximal finite subgroup, then its normalizer satisfies
NΓF = F ;

(OH) The composite

HΓ
d (EΓ, ∂EΓ)

∂
−→ HΓ

d−1(∂EΓ)
∼=−→

⊕

F∈M

HF
d−1(EF )→ HF

d−1(EF )

of the boundary map, the inverse of the obvious isomorphism and the pro-
jection to the summand of F ∈ M is surjective for all F ∈M;

(F) If H ⊆ Γ is finite and non-trivial, then NΓH is finite;
(V) Every infinite virtually cyclic subgroup lies in a unique maximal infinite

virtually cyclic subgroup;
(NV) Every maximal infinite virtually cyclic subgroup V satisfies NΓV = V ;
(VII) Every virtually cyclic subgroup of type II lies in a unique maximal virtually

cyclic subgroup of type II;
(NVII) Every maximal virtually cyclic subgroup V of type II satisfies liesNΓV = V .

Theorem 1.4 (Oriented manifold models). Suppose there is a short exact sequence
of groups

1→ π
i
−→ Γ

p
−→ G→ 1

with G finite.
Suppose that the following conditions are satisfied:

• There exists a closed d-dimensional oriented manifold, which is homotopy
equivalent to Bπ;

• The natural number d satisfies d ≥ 5;
• The group π is hyperbolic;
• Every non-trivial finite subgroup of Γ is odd order cyclic;
• The group Γ satisfies conditions (M), (NM), and (OH), see Definition 1.3.

Then:

(1) There exists a proper cocompact oriented d-dimensional topological manifold
M , which is a model for EΓ;

(2) Any Γ-manifold appearing in assertion (1) is pseudo-free;
(3) Any two Γ-manifolds appearing in assertion (1) are Γ-homeomorphic.

If we require that our manifold model for EΓ is pseudo-free, then the conditions
(M), (NM), and (OH) are automatically satisfied as explained in [42, Lemma 1.9].
Hence these conditions have to appear in Theorem 1.4.

1.2. Slice manifold systems and slice manifold models.

Definition 1.5. Let F be a nontrivial finite group. A Swan complex of type (F, d−
1) is a (d − 1)-dimensional free F -CW -complex SF such that SF , after forgetting
the F -action, is homotopy equivalent to the sphere Sd−1. The Swan complex is
oriented, if we have chosen a generator [SF ] for the infinite cyclic group Hd−1(SF ).

LetM be a complete system of representatives of the conjugacy classes of maxi-
mal finite subgroups of Γ. The following definition is taken from [42, Definition 3.1].

Definition 1.6. A d-dimensional free slice system S = {SF | F ∈ M}, or just
slice system, consists of a Swan complex SF of type (F, d − 1) for every F ∈ M.
We call S oriented, if each Swan complex is oriented.

We need the following manifold version of it.

Definition 1.7. A d-dimensional free slice manifold system or just slice manifold
system S = {SF | F ∈ M} is a d-dimensional free slice system S = {SF | F ∈M}
so that each SF , after forgetting the F -action, is homeomorphic to Sd−1.
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Remark 1.8. Swan complexes were introduced in [53]. For a Swan complex of
type (F, d − 1), the Lefschetz Fixed Point Theorem implies that if d − 1 is even,
that F is cyclic of order 2 and acts reversing orientation, and that if d − 1 is odd,
then F acts preserving orientation. Any two Swan complexes of type (C2, 2k) are
equivariantly homotopy equivalent.

Now assume d − 1 is odd. There is a Swan complex of type (F, d − 1) if and
only if F has periodic cohomology with period d (see [53, Proposition 4.1]), which is
equivalent to Hd−1(BF ) being cyclic of order |F | (see [14, Proposition 11.1]). There
exists a Swan complex (F, d − 1) for some d if and only if the sylow 2-subgroup is
cyclic or generalized quaternionic and for p odd the sylow p-subgroups are cyclic
(see [14, Theorem 11.6]).

Let SF be an oriented Swan complex of type (F, d−1). Let [SF /F ] ∈ Hd−1(SF /F )
be chosen so that the covering map SF → SF /F sends [SF ] to |F | · [SF /F ]. Let
cF : SF → EF and c̄F : SF /F → BF be classifying maps. Define the k-invariant

κ(SF /F ) = Hd−1(c̄F )[SF /F ] ∈ Hd−1(BF ).

It is a generator of this cyclic group.
Two oriented Swan complexes SF and S′

F of type (F, d−1) are oriented homotopy
equivalent if there is an orientation preserving equivariant homotopy equivalence.
This occurs if and only if their k-invariants are equal (see [27, Proposition 2.21]).
Furthermore, any additive generator of Hd−1(BF ) is realized as the k-invariant of
an oriented Swan complex (see [27, Lemma 2.22]).

Remark 1.9. Thus for d odd, a d-dimensional slice system exists if and only if all
F ∈ M have order 2, and all slice systems are homotopy equivalent. For d even,
the existence of a d-dimensional slice system is equivalent to every F ∈ M having
periodic cohomology of period d + 1, and the homotopy type of a slice system
is determined by the k-invariants. Thus if G := Γ/π has periodic cohomology
of period d + 1, then a d-dimensional slice system exists. The existence of d-
dimensional manifold slice system is equivalent to Sd−1 admitting a free F -action
for every element F ∈M. This occurs if G acts freely on Sd−1, for example if G is
cyclic and d is even.

Let S = {SF | F ∈ M} be a slice manifold system. We denote by DF the
cone over SF . So we get a compact d-dimensional topological manifold DF with
boundary ∂DF = SF together with a topological F -action such that the F -action
is free outside one point 0F in the interior of DF , whose isotropy group is F , the
pair (DF , SF ) is a finite F -CW -pair, and (DF , SF ) is homeomorphic to (Dd, Sd−1).

In dimension d ≥ 6 the desired F -CW -complex structure on SF comes for free
in Definition 1.7. Namely, the closed topological manifold SF /F has a handlebody
structure and hence a CW -structure, if dim(SF /F ) = d−1 ≥ 5, see [34, Section 9.2]
and [37, III.2], and therefore SF is a free F -CW -complex. Note that it is an
open question, whether every closed 4-manifold carries a CW -structure. There are
examples of closed 4-manifolds, which admit no triangulation, see [47].

Notation 1.10. Given a space Z, with path components π0(Z), let C(Z) be its
path componentwise cone, i.e, C(Z) :=

∐
C∈π0(Z) cone(C).

One may describe C(Z) also by the pushout

Z
p

//

i0

��

π0(Z)

��

Z × [0, 1] // C(Z)
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where i0 : Z → Z × [0, 1] sends z to (z, 0), p : Z → π0(Z) is the projection, and
π0(Z) is equipped with the discrete topology. If Z is a Γ-CW -complex, then C(Z)
inherits a Γ-CW -structure. If S = {SF | F ∈ M} is a free d-dimensional slice
manifold system, we get an identification of Γ-manifolds

C(
∐

F∈M

Γ×F SF ) =
∐

F∈M

Γ×F DF .

Definition 1.11 (Slice manifold model). We call a proper Γ-manifold M without
boundary a slice manifold model for EΓ, or just slice manifold model, with respect
to the slice manifold system S = {SF | F ∈ M}, if there exists a proper cocompact
free d-dimensional Γ-manifold N with boundary ∂N =

∐
F∈M Γ ×F SF and a Γ-

pushout

∂N =
∐

F∈M Γ×F SF
//

��

N

��

C(∂N) =
∐

F∈M Γ×F DF
// M,

where the left vertical arrow is the obvious inclusion, such that M is Γ-homotopy
equivalent to EΓ.

We call the pair (N, ∂N) a slice manifold complement.

Note that for a slice manifold modelM we have specified an open Γ-neighborhood
of the singular set M>1. Such an open neighborhood exists automatically in the
smooth category. We will discuss this assumption in the topological category in
Section 10.

We will frequently use that a slice manifold model comes with a Γ-pushout

(1.12) ∂N //

��

N

��

∂EΓ // EΓ,

where the left vertical arrow is the disjoint union over F ∈ M of the canonical
projections Γ×F SF → Γ/F .

1.3. Main theorems. We introduce some notation and then formulate our main
theorems. Let

1→ π
i
−→ Γ→ G→ 1

be a group extension with G finite as in (1.1). Assume that Bπ is a Poincaré
complex of dimension d > 0 (e.g. Bπ is a closed d-manifold.). Then by Poincaré
duality, Hd

π(Eπ;Zπ) is infinite cyclic as an abelian group, hence is isomorphic to
Zv as a Zπ-module for a unique homomorphism

v : π → {±1}.

Here Zv is the Zπ-module which is infinite cyclic as an abelian group, but where
γx = v(γ)x for γ ∈ π and x ∈ Zv. It follows that Hπ

d (Eπ;Zv) is infinite cyclic as
an abelian group. Choose a generator [Bπ] (a “fundamental class”).

Shapiro Lemma [8, Proposition III.6.2] gives an isomorphism of Zπ-modules
Hd

Γ(EΓ;ZΓ) ∼= Hd
π(Eπ;Zπ). Hence the ZΓ-module Hd

Γ(EΓ;ZΓ) is infinite cyclic as
an abelian group and thus determines a homomorphism

(1.13) w : Γ→ {±1}

which restricts to v. It has already been defined in [42, Notation 6.7].
Assume Γ satisfies conditions (M) and (NM), in other words, assume that every

non-trivial finite subgroup is contained in a unique maximal finite subgroup F and
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that NΓF = F . Assume also that every such F has cohomology of period d + 1
(equivalently, there is a d-dimensional slice system) Then each of the two maps
below are rational isomorphisms

Hπ
d (Eπ;Zv)→ HΓ

d (EΓ;Zw)→ HΓ
d (EΓ, ∂EΓ;Zw)

and each of the three groups are infinite cyclic (see [42, Lemma 6.21 and diagram
(6.4)]). The specified generator [Bπ] for the first group specifies generators [BΓ]
and [BΓ, ∂BΓ] for the second and third groups by requiring that they are a positive
multiple of the image of [Bπ].

Definition 1.14 (Condition (H)). The composite

HΓ
d (EΓ, ∂EΓ;Zw)

∂
−→ HΓ

d−1(∂EΓ;Zw)
∼=
−→

⊕

F∈M

HF
d−1(EF ;Zw|F )→ HF

d−1(EF ;Zw|F )

of the boundary map, the inverse of the obvious isomorphism and the projection
to the summand of F ∈M is surjective for all F ∈ M.

We now review the condition (S) on an oriented slice system S. This condition
was introduced in Section 7 of [42], where further details and explanations are given.

Definition 1.15 (Condition (S)). Let S = {SF , [SF ] | F ∈ M} be an oriented
d-dimensional free slice system with d even and suppose w : Γ → {±1} satisfies
condition (H). Let κF ∈ Hd−1(BF ) be the image of [BΓ, ∂BΓ] under the composite

HΓ
d (EΓ, ∂EΓ;Zw)

∂
−→ HΓ

d−1(∂EΓ;Zw)
∼=
−→

⊕

F∈M

Hd−1(BF )→ Hd−1(BF ).

Condition (S) on the oriented slice system S says that

κ[SF /F ] = κF ∈ Hd−1(BF ).

Note that if assumption (H) holds and d is even, there is always an oriented slice
system satisfying condition (S), unique up to oriented homotopy equivalence (see
Remark 1.9).

So regardless what slice manifold model M we get out of Theorem 1.16, its
underlying slice manifold system S ′ has the property that the F -homotopy type of
S′
F is uniquely determined by the group Γ itself and is independent of M .
Let UNild(Z;Z

±1,Z±1) the UNil-groups defined by Cappell, see Remark 5.23.

Theorem 1.16 (Existence). Suppose there is a short exact sequence of groups

1→ π
i
−→ Γ

p
−→ G→ 1

with G finite. Suppose that the following conditions are satisfied:

(1) There is a closed manifold of dimension d, which is homotopy equivalent to
Bπ. Fix a generator [Bπ] of the infinite cyclic group Hπ

d (Eπ;Zv);
(2) The natural number d satisfies d ≥ 5;
(3) For every F ∈M the restriction of the homomorphism w : Γ→ {±1} to F

is trivial, if d is even, and is non-trivial, if d is odd;
(4) The group Γ satisfies conditions (M), (NM), and (H), see Definitions 1.3

and 1.14;
(5) One of the following assertions holds:

(a) There exists a finite Γ-CW -model for EΓ, the group π satisfies the Full
Farrell-Jones Conjecture, see Subsection 3.4, and Γ satisfies condition
(VII), see Definition 1.3;

(b) The group π is hyperbolic;
(c) The group Γ acts cocompactly, properly, and isometrically on a proper

CAT(0)-space;
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(6) There exists an oriented free d-dimensional slice system S in the sense of
Definition 1.6, which satisfies condition (S). Fix such a choice;

(7) One of the following conditions is satisfied:

(a) The groups UNild(Z;Z
(−1)d ,Z(−1)d) and UNild+1(Z;Z

(−1)d ,Z(−1)d) van-
ish;

(b) We have d ≡ 0 mod (4);
(c) The group Γ contains no subgroup isomorphic to D∞;
(d) Every element F ∈ M has odd order;
(e) The order of G is odd.

Then there exists a d-dimensional free slice manifold system S ′ = {S′
F | F ∈M}

in the sense of Definition 1.7 and a slice manifold model for EΓ with respect to the
slice system S ′ in the sense of Definition 1.11. Moreover, for any such pair (M,S ′),
the F -CW -complexes SF and S′

F are F -homotopy equivalent.

Theorem 1.16 is a direct consequence of Remark 1.19, Lemma 2.1, Remark 5.23,
Theorem 7.2 3, and Theorem 8.1.

Remark 1.17 (The role of w). Consider the situation of Theorem 1.16. IfM is any
slice manifold model for EΓ and N is any slice manifold complement in the sense of
Definition 1.11, then N is simply connected and the homomorphism w of (1.13) is
automatically the first Stiefel-Whitney class ofN/Γ under the obvious identification
Γ = π1(N/Γ). Moreover, the restriction of w to π is the first Stiefel-Whitney class
of any closed manifold model for Bπ.
Remark 1.18 (Orientation preserving). One can improve Theorem 1.16 by taking
the orientations of the slice systems into account. For simplicity we consider only
the case, where d is even. Namely, the choice of a generator [Bπ] ∈ Hπ

d (Eπ;Zw)
yields a choice of a generator [N, ∂N ] of the infinite cyclic group Hπ

d (N, ∂N ;Zw),
see [42, Notation 6.22]. Its image under the obvious composite

Hπ
d (N, ∂N ;Zw)→ Hπ

d−1(∂N ;Zw)
∼=
−→

⊕

F∈M

Hd−1(S
′
F /F )

yields orientations on S′
F for every F ∈ M. Then one can show that SF and S′

F

are oriented F -homotopy equivalent for every F ∈M.

Remark 1.19 (Some redundance). Consider condition (5) in Theorem 1.16. Con-
ditions (5b) or (5c) imply condition (5a), provided that conditions (M) and (NM)
are satisfied and there is a finite CW -model for Bπ, see [3, Theorem B], [42, The-
orem 1.12] and Lemma 2.1. Hence it suffices to treat conditions (5a) when dealing
with condition (5).

Similarly, consider condition (7) appearing in Theorem 1.16. Obviously the
implications (7e) =⇒ (7d) =⇒ (7c) hold. The implication (7b) =⇒ (7a) has
been proved in [21, 1, 20, 22]. Hence it suffices to treat condition (7a) and (7c),
when dealing with condition (7).

Remark 1.20 (Some conditions are necessary). If we want to find a slice manifold
model for EΓ in the sense of Definition 1.11, then conditions (3), (4), (1), and (6)
appearing in Theorem 1.16 are necessary and there must be a finite Γ-CW -model
for EΓ, see [42, Lemma 1.9, Lemma 3.3, and Lemma 7.10].

Condition (2) stems from the well-known problem that the Whitney trick and
hence surgery theory works without further assumptions only in high dimensions.

The Farrell-Jones Conjecture, condition (VII), and condition (7a) will enter in
the proof that certain periodic structure sets are trivial.

Theorem 1.21 (Uniqueness). Suppose there is a short exact sequence of groups

1→ π
i
−→ Γ

p
−→ G→ 1
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with G finite. Let d be a natural number. Consider two d-dimensional free slice
manifold systems S = {SF | F ∈ M} and S ′ = {S′

F | F ∈ M}. Let M and M ′

be two slice manifold models for EΓ with respect to S and S ′. Suppose that the
following conditions are satisfied:

• The natural number d satisfies d ≥ 5,
• One of the following assertions holds:

– The group π is a Farrell-Jones group, see Subsection 3.4, and Γ satis-
fies condition (VII), see Definition 1.3;

– The group π is hyperbolic;
– The group Γ acts cocompactly, properly, and isometrically on a proper

CAT(0)-space;
• One of the following conditions is satisfied:

– The group UNild+1(Z;Z
(−1)d ,Z(−1)d) vanishes;

– We have d ≡ 0 mod (4) or d ≡ 1 mod (4);
– The group Γ contains no subgroup isomorphic to D∞;
– Every element F ∈ M has odd order;
– The order of G is odd.

Then:

(1) There exists a Γ-homeomorphism M
∼=
−→M ′;

(2) For every F there exists an F -h-cobordism between SF and S′
F ;

(3) Suppose additionally that for every F ∈ M the 2-Sylow subgroup of F is
cyclic. Let (N, ∂N) and (N ′, ∂N ′) be slice manifold complements of M and
M ′. Suppose that SF and S′

F are simple F -homotopy equivalent for every
F ∈M.

Then there exists a Γ-homeomorphism (N, ∂N)
∼=
−→ (N ′, ∂N ′). In par-

ticular SF and S′
F are F -homeomorphic for every F ∈ M.

Theorem 1.21 is now a direct consequence of Remark 1.19, Remark 5.23, and
Theorem 9.1. This theorem is similar to the main results of [18], [36], and [19];
some discussion of the variant statements is given in 10.3.
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2. Relating some conditions on Γ

Lemma 2.1. Let Γ be a group.

(1) Suppose that Γ satisfies (M). Then Γ satisfies (F), if and only if it satisfies
(NM);

(2) Suppose that Γ satisfies condition (F). Then every virtually cyclic subgroup
of type I is infinite cyclic;

(3) Suppose that Γ satisfies condition (F). Let V be a virtually cyclic subgroup
of type II. Then V and NΓV are both isomorphic to the infinite dihedral
group D∞;

(4) Suppose Γ acts properly, cocompactly, and effectively on a contractible man-
ifold M . The following are equivalent:
(a) The Γ action on M is pseudo-free;
(b) Γ satisfies (F );
(c) Γ satisfies (M) and (NM);

(5) Suppose that Γ is hyperbolic or, more generally, that any infinite subgroup,
which is not virtually cyclic, contains a copy of Z ∗ Z as subgroup. Then Γ
satisfies conditions (V) and (NV);

(6) Suppose that Γ satisfies condition (F) and (VII). Then Γ satisfies condition
(NVII);

(7) Suppose that Γ acts cocompactly, properly, and isometrically on a proper
CAT(0)-space X and that Γ satisfies (F).

Then Γ-satisfies conditions (VII) and (NVII).
Proof. (1) Suppose that (M) and (NM) hold. Choose a maximal finite subgroup
M of Γ satisfying H ⊆ M . Consider γ ∈ NΓH . We get {1} 6= H = H ∩ γHγ−1 ⊆
M∩γMγ−1. We concludeM = γMγ−1 from condition (M). This implies γ ∈ NΓM .
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Therefore NΓH is contained in the finite subgroup M by condition (NM). Hence
(F) holds.

Suppose that (M) and (F) hold. Consider a non-trivial maximal finite subgroup
F ⊆ Γ. Since NΓF is finite by assumption and F is maximal, we get NΓF = F .
Hence (NM) holds.

(2) We can find a normal finite subgroup K of H such that V/K is infinite cyclic.
Since V ⊆ NΓK holds and V is infinite, K must be trivial by condition (F). Hence
V is infinite cyclic.

(3) Choose an epimorphism p : V → D∞ with finite kernel K. Since V ⊆ NΓK
holds and V is infinite, K must be trivial by condition (F). Hence V is isomorphic
to D∞.

Let V be a virtually cyclic subgroup of type II. We have already proved that V
contains two cyclic subgroups C1 and C2 of order two such that C1 ∗ C2 = V . We
have the short exact sequence 1 → CΓV → NΓV → aut(V ) where the first term
is the centralizer of V . Obviously CΓV = CΓC1 ∩ CΓC2 ⊆ NΓC1 ∩ NΓC2. The
condition (F) implies that NΓC1 ∩NΓC2 is finite. Since aut(V ) is the semi-direct
product D∞ ⋊ Z/2, the group NΓV is virtually cyclic. Since it does not have a
central element of infinite order, it is a virtually cyclic subgroup of type II. We have
already shown that any such group is isomorphic to D∞.

(4) Proposition 2.3 of [19] shows that (a) and (b) are equivalent, and, furthermore if
either of these are satisfied, then the fixed-point set of a finite non-trivial subgroup
is a point. It follows that if (a) and (b) are satisfied, then for non-trivial finite
subgroups F ⊆ H , MH = MF and both are contained in the isotropy group of this
point, thus conditions (M) and (NM) are satisfied. But conditions (M) and (NM)
imply condition (F) by assertion (1).

(5) This follows from [45, Theorem 3.1, Lemma 3.4, Example 3.6].

(6) Let V be a maximal virtually cyclic subgroup of type II. Since V is maximal
and NΓV is a virtually cyclic subgroup of type II by assertion (3) we must have
NΓV = V .

(7) By (6), we only need prove that Γ satisfies condition (VII).
Note that any virtually cyclic subgroup of type II is isomorphic to D∞ by asser-

tion (3). Let V ⊆ Γ be a subgroup isomorphic to D∞ = 〈t, s | t2 = 1, tst = s−1〉.
First we show that there is a geodesic c : R → X such that im(c) is V -invariant.
Consider the isometry ls : X → X given by multiplication with s. It is semi-simple,
see [6, Proposition 6.10 (2) in II.6 on page 233]. Obviously it has no fixed point.
Therefore it has to be a hyperbolic isometry in the sense of [6, Definition 6.3 in II.6
on page 229]. Hence there is an axis for ls, i.e., a geodesic c : R → X such that
s · c(τ) = c(τ + |ls|) holds for all τ ∈ R, where |ls| > 0 is the translation length of ls,
see [6, Theorem 6.8 (1) in II.6 on page 231]. Let Y be the subspace of X appearing
in [6, Theorem 6.8 (4) in II.6 on page 231]. Since Y is closed and convex in X , it
is itself a CAT(0)-space. Since we have for τ ∈ R

s · (t · c)(τ) = t · s−1 · c(τ) = t · c(τ − |ls|),

we get by τ 7→ (t · c)(−τ) another axis for ls. This implies that lt : X → X leaves
the subspace Min(ls) invariant, see [6, Theorem 6.8 (3) in II.6 on page 231]. Hence
there is a point (y0, τ0) ∈ Y ×R such that t·(y0, τ0) = (y0, τ0) holds, see [6, Corollary
II.2.8 on page 179]. Now the geodesic c : R → X given by y0 is an axis for ls and
satisfies tc(τ0) = c(τ0). We get for all m ∈ Z

t·c(τ0+m · |ls|) = t ·sm ·c(τ0) = s−m · t ·c(τ0) = s−m ·c(τ0) = c(τ0−m · |ls|) ∈ im(c).
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This implies that lt(im(c)) = im(c). Since ls(im(c)) = im(c) holds, we conclude
that c is V -invariant.

Next we show for two subgroups V ⊆ V ′ ⊆ Γ and a geodesic c : R→ X such that
V and V ′ are isomorphic to D∞ and im(c) is V -invariant, that im(c) is V ′-invariant.
We can find a presentation of V ′ = 〈t, s | t2 = 1, tst = s−1〉 and a natural number
m ≥ 1 such that V is generated by t and sm. Hence it suffices to show that an axis
for sm is automatically an axis for s. This follows by inspecting the proof of [6,
Theorem 6.8 (2) in II.6 on page 231].

Now consider any virtually cyclic subgroup V of Γ of type II. We know already
that V has to be isomorphic to D∞. Choose a geodesic c : R → X such that
im(c) is V -invariant. Let Γc be the subgroup of Γ consisting of elements, for which
lγ(im(c)) = im(c) holds. Note that Γc is non-abelian, since it contains V . Since the
non-abelian group Γc acts properly and cocompactly on R, it must be isomorphic
to D∞, hence is virtually cyclic of type II. Clearly Γc is a maximal virtually cyclic
subgroup of type II leaving im(c) invariant, and, in fact, it is the unique such
maximal subgroup. The preceding paragraph implies that Γc is the unique maximal
virtually cyclic subgroup of type II containing V .

Hence Γ satisfies condition (VII). �

Lemma 2.1 (7) was proved in [19, Remark 1.2] in the case where Γ acts cocom-
pactly, properly, and isometrically on a contractible Riemannian manifold X of
non-positive sectional curvature and in the CAT(0)-case in the announcement [36].

3. Equivariant homology theories, spectra over groupoids and the
Full Farrell-Jones Conjecture

3.1. Equivariant homology theories. For the definition of a G-homology the-
ory HG

∗ for G-CW -pairs we refer for instance to [40, Chapter 1]. This is extended
to the notion of an equivariant homology theory H?

∗ in [40, Chapter 1]. Roughly
speaking, an equivariant homology theory assigns to every group G a G-homology
theory HG

∗ and comes with a so-called induction structure, i.e., for any group ho-
momorphism α : G→ G′ and G-CW -pair (X,A), there is a natural homomorphism

indα : HG
∗ (X,A) → HG′

∗ (α∗(X,A)) of Z-graded abelian groups, where α∗(X,A) is
the induced G′-CW -pair. It satisfies certain naturality conditions and is compatible
with the long exact sequence of pairs and disjoint unions. If the kernel of α acts
freely on (X,A), the map indα : HG

∗ (X,A) → HG′

(α∗(X,A)) is an isomorphism.
In particular we get for every group G and subgroup H a natural isomorphism
HG

∗ (G/H) ∼= HH
∗ ({•}) and for every free G-CW -pair (X,A) a natural isomorphism

HG
∗ (X,A) ∼= H

{1}
∗ (X/G,A/G), using the induction structure.

Given a map f : X → Y of G-CW -complexes, one can define a Z-graded abelian
group HG

∗ (f), which fits into a long exact sequence

· · · → HG
n (X)

fn
−→ HG

n (Y )→ HG
n (f)

∂n−→ HG
n−1(X)

fn−1

−−−→ HG
n−1(Y )→ HG

n−1(f)
∂n−1

−−−→ · · · .

Given a commutative square of G-CW -complexes

Φ =

X0
f1

//

f2

��

X1

g1

��

X2 g2
// X
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one obtains a Z-graded abelian group HG
∗ (Φ), which fits into an exact sequence

· · · → HG
n (f2)→ H

G
n (g1)→ H

G
n (Φ)

∂n−→ HG
n−1(f2)

→ HG
n−1(g1)→ H

G
n−1(Φ)

∂n−1

−−−→ · · · .

If Φ is a G-homotopy pushout, e.g., Φ is a G-pushout and f1 or f2 is an inclusion
of G-CW -complexes, then HG

n (Φ) = 0 for all n ∈ Z.

3.2. Equivariant homology theories from spectra over groupoids. LetGroupoids

be the category of small connected groupoids. A Groupoids-spectrum E is a func-
tor from Groupoids to the category of spectra Spectra. Any Groupoids-spectrum
E gives rise to an equivariant homology theory H?

∗(−;E) in the sense of [40, Chap-
ter 1], see for instance [44, Proposition 157 on page 796] which is based on [24].
Thus for any group G, we get a G-homology theory HG

∗ (−;E) such that for any
subgroup H we have

HG
n (G/H ;E) ∼= HH

n ({•},E) ∼= πn(E(Ĥ)),

where Ĥ is the groupoid with one object and H as its automorphism group.
Let E : Groupoids → Spectra be a Groupoids-spectrum. Denote by E〈1〉

the Groupoids-spectrum obtained from E by passing to the 1-connected covering.
There is a morphism E〈1〉 → E of Groupoids-spectra such that for every groupoid
G the map πq(E〈1〉(G))→ πq(E(G)) is an isomorphism for q ≥ 1 and πq(E〈1〉(G)) =
0 for q ≤ 0. Define a sequence of Groupoids-spectra E〈1〉 → E→ E such that its
evaluation at any groupoid is a cofibration sequence of spectra. For any groupoid,

πq(E(G)) = 0 for q ≥ 1 and πq(E(G))
∼=
−→ πq(E(G)) is an isomorphism for q ≤ 0.

For any square Φ of Γ-CW -complexes, there is a long exact sequence, natural in Φ,

(3.1) · · · → HΓ
n+1(Φ;E〈1〉)→ HΓ

n+1(Φ;E)→ HΓ
n+1(Φ;E)

→ HΓ
n (Φ;E〈1〉)→ HΓ

n (Φ;E)→ HΓ
n (φ;E)→ · · · .

3.3. Some basics about K-and L-theory of groups rings. LetKn(RG) denote
the n-th algebraic K-group of the group ring RG in the sense of Quillen for n ≥ 0
and in the sense of Bass for n ≤ −1. Let NKn(R) denote the Bass-Nil-groups of
R, which are defined as the cokernel of the map Kn(R) → Kn(R[x]). Recall that
the Bass-Heller-Swan decomposition says

Kn(RZ) ∼= Kn(R)⊕Kn−1(R)⊕NKn(R)⊕NKn(R).(3.2)

If R is a regular ring, then NKn(R) = 0 for every n ∈ Z, see for instance [52,
Theorems 3.3.3 and 5.3.30].

For a ring with involution R, for a integer n, and for j ∈ {1, 0,−1,−2, . . .} ∐

{−∞}, one defines the Wall-Ranicki algebraic L-group L
〈j〉
n (R), combine [49, Sec-

tion 13] with [50, Section 17]. These groups are 4-periodic in n. The index j is

called the decoration. The group L
〈−∞〉
n (R) is called the ultimate lower quadratic

L-group. The L-groups are given as the homotopy groups of a 4-periodic spectrum
L〈j〉(R) (see [49, Section 13]). When R = Z, the L-groups and L-spectra are con-
stant in j, that is, they are independent of the decoration. Often L〈j〉 and L〈1〉 are
denote by Lp and Lh respectively. For groups, RG, one also includes j = 2, which
is also denoted by Ls(RG) (see [48, page 105]).

For j ∈ {2, 1, 0,−1, . . .} ∐ {−∞}, there are Groupoids-spectra, see [24, Sec-
tion 2],

KR : Groupoids → Spectra;

L
〈j〉
R : Groupoids → Spectra,
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coming with natural identifications

πn(KR(Ĝ)) = Kn(RG);

πn(L
〈j〉
R (Ĝ)) = L〈j〉

n (RG).

If G is a group with an orientation character, then some modifications to the
above theory must be made, see [2]. An orientation character is a homomorphism
w : G→ {±1}. This determines the w-twisted involution on RG sending

∑
g∈G λg ·g

to
∑

g∈G λg · w(g) · g−1. The corresponding L-groups of this ring with involution

are denoted L
〈j〉
n (RG,w). To deal with non-trivial orientation characters, one needs

functors

L
〈j〉
R,w : Groupoids ↓ {±1} → Spectra

coming with a natural identification

πn(L
〈j〉
R,w(Ĝ)) = L〈j〉

n (RG,w).

A group with orientation character (G,w) determines a G-homology theory de-

noted byHG
∗ (−;L

〈j〉
R,w). There is an isomorphismHG

n (G/H ;L
〈j〉
R,w)

∼= L
〈j〉
n (RH ;w|H).

For a group with orientation character (G,w) and for a free G-CW-complex X ,
define the periodic n-th structure group with decoration 〈j〉 to be

Sper,〈j〉n (X/G) := HG
n (X → {•};L

〈j〉
Z,w).

It the orientation character is trivial, these groups fit into the periodic version of
the algebraic surgery exact sequence with decoration 〈j〉,

· · · → Hn(X/G;L(Z))→ L〈j〉
n (ZG)→ Sper,〈j〉n (X/G)

→ Hn−1(X/G;L(Z))→ L
〈j〉
n−1(ZG)→ · · · .

Here we have identified HG
∗ (X ;L

〈j〉
Z

) with H∗(X/G;L(Z)) using homotopy invari-
ance and the induction structure. This periodic surgery sequence appears in the
classification of ANR-homology manifolds in Bryant-Ferry-Mio-Weinberger [9, Main
Theorem]. It is related to the algebraic surgery exact sequence and thus to the clas-
sical surgery sequence, see Ranicki [49, Section 18].

For n ∈ Z, the abelian group HD∞
n (ED∞ → {•};L

〈−∞〉
R ) can be identified with

the UNil(R;R,R)-groups of Cappell [11] see Remark 5.23. If w : D∞ = 〈a, b | a2 =

b2 = 1〉 → {±1} is given by w(a) = w(b) = (−1)n, then HD∞
n (ED∞ → {•};L

〈−∞〉
Z,w )

agrees with the group UNiln(Z;Z
(−1)n ,Z(−1)n) appearing in Theorem 1.16 and

Theorem 1.21.

3.4. The Full Farrell-Jones Conjecture. For the precise formulation of the
Full-Farrell-Jones Conjecture and its current status we refer to [43, Sections 13.6
and 16.2]. It is the most general version of the Farrell-Jones Conjecture. We call
a group G a Farrell-Jones group, if it satisfies the Full Farrell-Jones Conjecture.
The class of Farrell-Jones groups contains CAT(0)-groups, lattices in locally com-
pact second countable Hausdorff groups, solvable groups, and fundamental group
of manifolds of dimension ≤ 3. It is closed under taking subgroups, passing to
overgroups of finite index, and colimits over directed systems of groups with not
necessarily injective structure maps. For our purposes it suffices to know that the
Full-Farrell-Jones Conjecture implies that the projection EG → {•} induces for

every n ∈ Z and every ring R (with involution) isomorphisms

HG
n (EG;KR)

∼=
−→ HG

n ({•};KR) = Kn(RG);

HG
n (EG;L

〈−∞〉
R,w )

∼=
−→ HG

n ({•};L
〈−∞〉
R,w ) = L〈−∞〉

n (RG,w),
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where EG is the classifying space for the family of virtually cyclic subgroups of G.

4. Computing the K-theory

4.1. The definition of Whitehead groups. Define for a group G and a ring R
the n-th Whitehead group Whn(G;R) to be HG

n (EG → {•};KR). The long exact
sequence of the map EG→ {•} yields a long exact sequence

· · · → Hn(BG;K(R))→ Kn(RG)→Whn(G;R)

→ Hn−1(BG;K(R))→ Kn−1(RG)→ · · · ,

whereH∗(−;K(R)) is the generalized (non-equivariant) homology theory associated
to the non-connective K-theory spectrum K(R) of R. Suppose that R is regular.
Then Kn(R) = 0 for n ≤ −1. Hence the canonical map Kn(RG) → Whn(G;R)
is bijective for n ≤ −1, we have the split short exact sequence 0 → K0(R) →
K0(RG) → Wh0(G;R) → 0, and the short exact sequence H1(BG,K(R)) →
K1(RG)→Wh1(G;R)→ 0. If R is regular and the canonical map K0(Z)→ K0(R)

is bijective, then we get an isomorphism K̃0(RG)
∼=
−→ Wh0(G;R) and a split

short exact sequence 0 → K1(R) ⊕ G/[G,G] → K1(RG) → Wh1(G;R) → 0.
If R = Z, then Wh1(G;Z) agrees with the classical Whitehead group Wh(G),

K̃0(ZG) ∼= Wh0(G;Z), and Kn(ZG) ∼= Whn(G,Z) for n ≤ −1.
Whitehead groups arise naturally when studying h-cobordisms, pseudoisotopy,

and Waldhausen’s A-theory. Their geometric significance is reviewed, for example,
in Dwyer-Weiss-Williams [31, Section 9] and Lück-Reich [44, Section 1.4.1], where
additional references can also be found. When G = Z, it follows from (3.2) and the
fact that HZ

n(EZ;KR) ∼= Kn(R)⊕Kn−1(R) that there is an identification

HZ

n(EZ→ {•};KR) ∼= NKn(R)⊕NKn(R).(4.1)

4.2. Computing Whitehead groups. We will later need the following result to
apply the Farrell-Jones Conjecture.

Theorem 4.2.

(1) Suppose that Γ satisfies (M) and (NM). Let M be a complete system of
representatives of the conjugacy classes of maximal finite subgroups F ⊆ Γ.
Consider the cellular Γ-pushout

∐
F∈M Γ×F EF

∐
F∈M

pF

��

i
// EΓ

��∐
F∈M Γ/F // X

where the map pF comes from the projection EF → {•}, and i is an inclu-
sion of Γ-CW -complexes.

Then X is a model for EΓ;
(2) Assume that Γ satisfies conditions (V) and (NV). Let V be a complete sys-

tem of representatives of the conjugacy classes of maximal infinite virtually
cyclic subgroups V ⊆ Γ.

Consider the cellular Γ-pushout

∐
V ∈V Γ×V EV

∐
V ∈V

pV

��

i
// EΓ

��∐
V ∈V Γ/V // Y
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where the map pV comes from the projection EV → {•}, and i is an inclu-
sion of Γ-CW -complexes.

Then Y is a model for EV .

(3) Assume that Γ satisfies conditions (VII) and (NVII). Let VII be a complete
system of representatives of the conjugacy classes of maximal infinite vir-
tually cyclic subgroups of type II. Let EVCYI

(V ) be the classifying space for
the family VCYI of G, which consists of finite subgroups of infinite virtually
cyclic subgroups of type I.

Consider the cellular Γ-pushout

∐
V ∈VII

Γ×V EVCYI
(V )

∐
V ∈VII

pV

��

i
// EVCYI

(Γ)

��∐
V ∈VII

Γ/V // Z

where the map pV comes from the projection EVCYI
(V )→ {•}, and i is an

inclusion of Γ-CW -complexes.
Then Z is a model for EV .

Proof. This follows from [45, Corollary 2.11] for assertions (1) and (2). The proof
for assertion (3) is analogous, just apply [45, Corollary 2.8]. �

The next result has already been proved for R = Z in [25, Theorem 5.1 (d)].

Theorem 4.3. Let R be a regular ring and let Γ be a Farrell-Jones group satisfying
conditions (M) and (NM). Let M be a complete system of representatives of the
conjugacy classes of maximal finite subgroups. Then the canonical map

⊕

F∈M

Whn(F ;R)
∼=
−→Whn(Γ;R)

is bijective for all n ∈ Z.

Proof. Since Γ is a Farrell-Jones group,

HΓ
n (EΓ;KR)

∼=
−→ HΓ

n ({•};KR)

is an isomorphism for all n ∈ Z. The relative assembly map

HΓ
n (EVCYI

(Γ);KR)
∼=
−→ HΓ

n (EΓ;KR)

is an isomorphism for all n ∈ Z by [28, Remark 1.6]. Every element V ∈ VCYI ,
which is infinite, is an infinite cyclic group by Lemma 2.1. If V is infinite cyclic,
we get an isomorphism HV

n (EV → {•};KR) ∼= NKn(R) ⊕ NKn(R) from the
Bass-Heller-Swan decomposition. Since R is regular, NKn(R) vanishes, see for
instance [52, Theorems 3.3.3 and 5.3.30]. Hence we conclude that the assembly
map

HV
n (EV ;KR)→ HV

n ({•};KR)

is bijective for all n ∈ Z and V ∈ VCYI \ FIN . We conclude from the Transitivity
Principle, see for instance [44, Theorem 65 on page 742], that the map

HΓ
n (EΓ;KR)

∼=
−→ HΓ

n (EVCYI
(Γ);KR)

is an isomorphism for all n ∈ Z. Hence the map induced by the projectionEΓ→ {•}

HΓ
n (EΓ;KR)

∼=
−→ HΓ

n ({•};KR)

is an isomorphism for all n ∈ Z. This implies that the map

HΓ
n (EΓ→ EΓ,KR)→ HΓ

n (EΓ→ {•},KR) = Whn(G;R)
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is bijective for all n ∈ Z. Since Γ satisfies (M) and (NM), we get from excision and
Theorem 4.2 (1) isomorphisms

⊕

F∈M

HF
n (EF → {•};KR)

∼=
−→ HΓ

n (EΓ→ EΓ,KR)

for n ∈ Z. Since HF
n (EF → {•};KR) = Wh(F ;R), the proof of Theorem 4.3 is

finished. �

If Γ satisfies (M), (NM), (V) and (NV) and the Farrell-Jones Conjecture, one
can also compute the Whitehead group Whn(Γ;R) for arbitrary R. Namely, if we
denote by VI and VII the subset of V consisting virtually cyclic subgroups of type
I and of type II respectively, then

Whn(Γ;R) ∼= HΓ
n (EΓ→ {•};KR)

∼= HΓ
n (EΓ→ EΓ;KR)

∼= HΓ
n (EΓ→ EΓ;KR)⊕HΓ

n (EΓ→ EΓ;KR)

∼=
⊕

F∈M

HF
n (EF → {•};KR)⊕

⊕

V ∈V

HV
n (EV → {•};KR)

∼=
⊕

F∈M

Whn(F ;R)⊕
⊕

V ∈VI

NKn(R)⊕NKn(R)⊕
⊕

V ∈VII

NKn(R).

The first isomorphism is by definition, the second by the Farrell-Jones Conjecture,
the third by [4], the fourth by Theorem 4.2 (1) and (2), and the last by the Bass-
Heller-Swan decomposition if V ∈ VI and by [23, Corollary 3.27] if V ∈ VII.

5. Computing the L-theory

5.1. Some basics about K- and L-theory for additive categories with in-
volution. Although we are only interested in the L-groups of group rings, we
need some input from the L-theory for additive categories A with involution,

see Remark 5.8. Ranicki defined decorated L-groups L
〈j〉
n (A) for n ∈ Z and

j ∈ {1, 0,−1,−2, . . .} ∐ {−∞} in [50, Section 13 and 17]. By convention L
〈1〉
n (A)

agrees with the standard L-theory Ln(A) of A and L
〈0〉
n (A) is the standard L-theory

Ln(Idem(A)) of the idempotent completion Idem(A). There is a Shaneson split-
ting and there are Rothenberg sequences, see [50, Theorem 17.2] or (5.5), (5.6),
and (5.7).

Given a ring S, let F(S) be the following small additive category. The set of
objects is {[n] | n ∈ Z, n ≥ 0}. A morphism A : [n]→ [m] for m,n ≥ 1 is given by a
m-by-n matrix with entries in S. The set of morphisms [n] → [m] is defined to be
{0}, if the source or target is [0]. Composition is given by matrix multiplication.
This category is equivalent to the category of finitely generated free S-modules.
We define the small additive category P(S) to be the idempotent completion of
F(S). One easily checks that P(S) is equivalent to the additive category of finitely
generated projective S-modules. If S is a ring with involution, then F(S) and P(S)

become additive categories with involution. One defines L
〈j〉
n (S) := L

〈j〉
n (F(S)).

With these conventions L
〈1〉
n (S) = Lh

n(S) = Ln(S) and L
〈0〉
n (S) = Lp

n(S).
One reason why it is better to work with additive categories with involutions

instead of rings is the compatibility with direct sums and direct products. Namely,
for a set of additive categories {Ai | i ∈ I} for arbitrary I, for n ∈ Z, and j ∈
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{1, 0,−1,−2, . . .}, the canonical map given by the projection yields isomorphisms

Kn(
∏

i∈I

Ai)
∼=−→

∏

i∈I

Kn(Ai);(5.1)

L〈j〉
n (

∏

i∈I

Ai)
∼=
−→

∏

i∈I

L〈j〉
n (Ai).(5.2)

This is not true for the decoration j = −∞ in general, unless I is finite or there
exists j0 ∈ Z such that Kj(Ai) = 0 for all i ∈ I and j ≤ j0, see [12], [13], [56].

For n ∈ Z and j ∈ {1, 0,−1,−2, . . .} ∐ {−∞}, the canonical maps given by the
inclusions induce isomorphisms

⊕

i∈I

Kn(Ai)
∼=
−→ Kn(

⊕

i∈I

Ai);(5.3)

⊕

i∈I

L〈j〉
n (Ai)

∼=
−→ L〈j〉

n (
⊕

i∈I

Ai).(5.4)

This follows for finite I from (5.1) and (5.2) and for general I from the fact that
K-theory and the L-theory with decoration 〈j〉 commute with colimits over directed
systems of additive categories.

5.2. Some basics about L-theory for rings with involution. Let R be a ring

satisfying K̃n(R) = 0 for n < 0 and K0(Z)
∼=
−→ K0(R), e.g., a principal ideal domain

R. Let G be a group. Recall that K̃n(R) is defined to be the cokernel of Kn(Z)→
Kn(R). Consider S = RG equipped with the w-twisted involution for a fixed
orientation character w : G→ {±1}. Define L〈2〉(RG,w) to be the X-decorated n-
th L-group of F(S), where X is the image of the assembly map H1(BG;K(R))→

K1(RG). We define L〈j〉(RG,w) for j ∈ {1, 0,−1, . . .}∐{−∞} by L
〈j〉
n (F(S)). One

can define decorated L-groups for arbitrary rings with involutions. However, we
made the assumption on R essentially in order to guarantee the following facts. We
have

Hn(BG;K(R)) = {0} for n ≤ −1;

H0(BG;K(R)) = K0(R) ∼= Z;

H1(BG;K(R)) ∼= G/[G,G]×K1(R),

Whj(G;R) = Kj(RG) for n ≤ −1;

Wh0(G;R) = K̃0(RG)

and a split short exact sequence

0→ H1(BG;K(R))→ K1(RG)→Wh1(G;R)→ 0.

There are Rothenberg sequences for j ∈ {2, 1, 0,−1, . . .}

(5.5) · · · → L〈j+1〉
n (RG,w)→ L〈j〉

n (RG,w)→ Ĥn(Z/2,Whj(G;R))

→ L
〈j+1〉
n−1 (RG,w)→ L

〈j〉
n−1(RG,w)→ · · · .

For a Z[Z/2]-module A with Z/2-action a 7→ a, we define the Tate cohomology

Ĥn(Z/2;A) =
{a ∈ A | a = (−1)na}

{a+ (−1)na | a ∈ A}

Moreover, the Shaneson splitting gives for j ∈ {2, 1, 0,−1, . . .} and n ∈ Z

(5.6) L〈j〉
n (R[G× Z], pr∗ w) ∼= L〈j〉

n (RG,w)⊕ L
〈j−1〉
n−1 (RG,w)

for pr∗ w : G× Z
pr
−→ G

w
−→ {±1}. One defines

L〈−∞〉
n (RG,w) := colimj→−∞ L〈j〉

n (RG,w).
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We have

(5.7) L〈−∞〉
n (R[G× Z], pr∗ w) ∼= L〈−∞〉

n (RG,w) ⊕ L
〈−∞〉
n−1 (RG,w).

If R = Z, then Wh1(G;R) is the classical Whitehead group Wh(G). Moreover,
L〈j〉(ZG,w) agrees with the classical decorated L-groups Ls

n(ZG,w), Lh
n(ZG,w),

and Lp
n(ZG,w) for j = 2, 1, 0.

Remark 5.8 (Decorated L-theory is not compatible with finite products of rings).
Note that decorated L-theory is compatible with finite products of rings only for
j = p, (or, equivalently, j = 0) but in general not for the other decorations. One can
see the problem for example for the decoration j = h, (or, equivalently, j = 1) from

the Rothenberg sequences, since the canonical map K̃0(S1×S2)→ K̃0(S1)×K̃0(S2)
for two rings S1 and S2 is not bijective in general. All of this is due to the facts
that for two rings S1 and S2 the canonical functor P(S1) × P(S2) → P(S1 × S2)
is an equivalence of additive categories, where F(S1)×F(S2)→ F(S1 × S2) is not
an equivalence of additive categories, since S1 × {0} is not a free S1 × S2-module.

5.3. A construction of Ranicki. We need the following result of Ranicki [48,
Proposition 2.5.1 on page 166], which is stated there only for rings but carries over
to additive categories with involutions.

Theorem 5.9. Let U : A → B be a functor of additive categories with involution.
Consider j ∈ {1, 0,−1, . . .}. Then one can construct a commutative diagram with
long exact rows and columns

.

.

.

��

.

.

.

��

.

.

.

��

.

.

.

��

· · · → L
〈j+1〉
n (A)

U∗
//

��

L
〈j+1〉
n (B) //

��

L
〈j+1〉
n (U) //

��

L
〈j+1〉
n−1 (A)

U∗−−→ · · ·

��

· · · → L
〈j〉
n (A)

U∗
//

��

L
〈j〉
n (B) //

��

L
〈j〉
n (U) //

��

L
〈j〉
n−1(A)

U∗−−→ · · ·

��

· · · → Ĥn(Z/2; K̃j(A))
U∗

//

��

Ĥn(Z/2; K̃j(B)) //

��

Ĥn(Z/2; K̃j(U)) //

��

Ĥn−1(Z/2; K̃j(A))
U∗−−→ · · ·

��

· · · → L
〈j+1〉
n−1 (A)

U∗
//

��

L
〈j+1〉
n−1 (B) //

��

L
〈j+1〉
n−1 (U) //

��

L
〈j+1〉
n−2 (A)

U∗−−→ · · ·

��

.

.

.

.

.

.

.

.

.

.

.

.

5.4. A relative L-theory spectrum. Given j ∈ {2, 1, 0, ,−1 . . .}, define the

(Groupoids ↓ {±1})-spectrumL
〈j+1,j〉
R,w to be the cofiber of the map of (Groupoids ↓

{±1})-spectra L
〈j+1〉
R,w → L

〈j〉
R,w. Then we get for any group with orientation char-

acter (G,w) and any morphism f : X → Y of G-CW -complexes a commutative
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diagram with long exact rows and columns
(5.10)

...

��

...

��

...

��

...

��

· · · → HG
n (X,L

〈j+1〉
R,w )

f∗
//

��

HG
n (Y,L

〈j+1〉
R,w ) //

��

HG
n (f,L

〈j+1〉
R,w ) //

��

HG
n−1(X,L

〈j+1〉
R,w )

f∗
−→ · · ·

��

· · · → HG
n (X,L

〈j〉
R,w)

f∗
//

��

HG
n (Y,L

〈j〉
R,w)

//

��

HG
n (f,L

〈j〉
R,w)

//

��

HG
n−1(X,L

〈j〉
R,w)

f∗−→ · · ·

��

· · · → HG
n (X,L

〈j+1,j〉
R,w )

f∗
//

��

HG
n (Y,L

〈j+1,j〉
R,w ) //

��

HG
n (f,L

〈j+1,j〉
R,w ) //

��

HG
n−1(X,L

〈j+1,,j〉
R,w )

f∗
−→ · · ·

��

· · · → HG
n−1(X,L

〈j+1〉
R,w )

f∗
//

��

HG
n−1(Y,L

〈j+1〉
R,w ) //

��

HG
n−1(f,L

〈j+1〉
R,w ) //

��

HG
n−2(X,L

〈j+1〉
R,w )

f∗
−→ · · ·

��

· · · → HG
n−1(X,L

〈j〉
R,w)

f∗
//

��

HG
n−1(Y,L

〈j〉
R,w)

//

��

HG
n−1(f,L

〈j〉
R,w)

//

��

HG
n−2(X,L

〈j〉
R,w)

f∗
−→ · · ·

��

...
...

...
...

In particular we get long exact sequences

(5.11) · · · → HG
n ({•};L

〈j+1〉
R,w ) = L〈j+1〉

n (RG,w)→ HG
n ({•};L

〈j〉
R,w) = L〈j〉

n (RG,w)

→ HG
n ({•};L

〈j+1,j〉
R,w ) = πn(L

〈j+1,j〉
R,w (Ĝ))

→ HG
n−1({•};L

〈j+1〉
R,w ) = L

〈j+1〉
n−1 (RG,w)→ HG

n−1({•};L
〈j〉
R,w) = L

〈j〉
n−1(RG,w)→ · · · ,

where Ĝ is the one-object groupoid associated to G. In view of the Rothenberg
sequence (5.5) this leads to the very reasonable conjecture that there is a natural
identification1

(5.12) HG
n ({•};L

〈j+1,j〉
R,w ) = Ĥn(Z/2;Whj(G;R)).

If we would know this claim, this would make the exposition easier and more trans-
parent. Actually, this claim will be proven in [10], where also complete construc-

tions of the spectra L
〈j〉
R,w will be presented and the spectra L

〈j+1,j〉
R,w will be identified

with the corresponding Tate spectra. (This is private communication with Markus
Land.)

Instead of using the unpublished work above, we take a shortcut based on The-
orem 5.9. The same attitude is taken in the proof of [19, Corollary 5.6]. There
only rings are considered, which is problematic in view of the failure of decorated
L-groups to be compatible with finite products of rings, see Remark 5.8. We want
to explain here that this problem can be solved by passing to additive categories
with involution as explained in Subsection 5.1.

Lemma 5.13.

(1) The following assertions are equivalent for j ∈ {1, 0,−1,−2, . . .}:

1Christian Kremer gives a proof of this equality (5.12) in his master thesis [38].
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(a) The abelian group Ĥn(Z/2;Whj(G;R)) vanishes for all n ∈ Z;

(b) The abelian group HG
n ({•};L

〈j+1,j〉
R,w ) ∼= πn(L

〈j+1,j〉
R,w (Ĝ)) vanishes for

all n ∈ Z;

(2) If X is a free G-CW -complex, then HG
n (X ;L

〈j+1,j〉
R,w ) = 0 holds for all n ∈ Z.

Proof. (1) This follows from exact sequences (5.5) and (5.11), since both state-

ments are equivalent to the assertion that the map L
〈j+1〉
n (RG,w) → L

〈j〉
n (RG,w)

is bijective for all n ∈ Z.

(2) We have Whj({1}, R) = 0 for j ≤ 1. Hence Ĥn(Z/2;Whj({1};R)) = 0 for all

n ∈ Z. By assertion (1) we get HG
n (G/{1};L

〈j+1,j〉
R,w ) ∼= πn(L

〈j+1,j〉
R,w ({1})) = 0 for

all n ∈ Z. This implies by the equivariant Atiyah-Hirzebruch spectral sequence [24,

Theorem 4.7] that HG
n (X ;L

〈j+1,j〉
R,w ) = 0 holds for all n ∈ Z, if X is a free G-CW -

complex. �

5.5. Computing L-groups.

Theorem 5.14. Let R be a ring with involution. Let Γ be a group coming with a
group homomorphism w : Γ→ {±1}. LetM be a complete system of representatives
of the conjugacy classes of maximal finite subgroups and let VII be a complete system
of representatives of the conjugacy classes of maximal virtually cyclic subgroups of
type II. Suppose that the following conditions are satisfied:

• The group Γ satisfies conditions (M), (NM), and (VII), see Definition 1.3;
• The group Γ is a Farrell-Jones group;
• There exists j0 ∈ Z such that Whj(H ;R) = 0 holds for every finite subgroup

H ⊆ Γ and every j ≤ j0;

• The ring R is regular, Kn(R) = 0 for n < 0, and K0(Z)
∼=
−→ K0(R), e.g., R

is a principal ideal domain;

Consider any j ∈ {2, 1, 0,−1, . . .} ∐ {−∞}. Then:

(1) The map induced by the projection EΓ→ {•} induces an isomorphism for
every n ∈ Z

HΓ
n (EΓ;L

〈j〉
R,w)

∼=
−→ HΓ

n ({•};L
〈j〉
R,w) = L〈j〉

n (RΓ, w);

(2) For every n ∈ Z we have the short split exact sequence

0→ HΓ
n (EΓ;L

〈−∞〉
R,w )→ HΓ

n (EΓ;L
〈−∞〉
R,w )→ HΓ

n (EΓ→ EΓ;L
〈−∞〉
R,w )→ 0;

(3) We obtain an isomorphism for any n ∈ Z
⊕

F∈M

HF
n (EF → {•};L

〈j〉
R,w|F

)
∼=
−→ HΓ

n (EΓ→ EΓ;L
〈j〉
R,w);

⊕

V ∈VII

HV
n (EV → {•};L

〈j〉
R,w|V

)
∼=
−→ HΓ

n (EΓ→ EΓ;L
〈j〉
R,w);

For every V ∈ VII and n ∈ Z the canonical map

HV
n (EV → {•};L

〈j〉
R,w|V

)
∼=
−→ HV

n (EV → {•};L
〈−∞〉
R,w|V

)

is bijective.
Proof. (1) Since Γ is a Farrell-Jones group, the map

HΓ
n (EΓ;L

〈−∞〉
R,w )

∼=
−→ HΓ

n ({•};L
〈−∞〉
R,w ) = L〈−∞〉

n (RΓ, w)

is bijective for all n ∈ Z. This takes care of the case j = −∞.
We can assume without loss of generality that j0 ≤ −1, otherwise replace j0 by

−1. Next we prove assertions (1) for j ∈ {j0, j0 − 1, j0 − 2, . . .}.
By assumption Whj(H ;R) vanishes for every j ≤ j0 and every finite subgroup

H ⊆ Γ. We conclude from Lemma 2.1 that every infinite virtually cyclic subgroup
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of Γ is either infinite cyclic or isomorphic to D∞. If we take Γ = Z or D∞, the as-
sumptions of Theorem 4.3 are satisfied and therefore Whj(W ;R) vanishes for every
j ≤ j0 and every virtually cyclic subgroup W of Γ. We conclude from the Rothen-

berg sequence (5.5) that the canonical map L
〈j+1〉
n (RW,w|W ) → L

〈j〉
n (RW,w|W )

is bijective for every n ∈ Z, j ≤ j0 and every virtually cyclic subgroup W of Γ.

Hence the canonical map of spectra L
〈j〉
R,w(Γ/W )→ L

〈−∞〉
R,w (Γ/W ) is a weak homo-

topy equivalence for all virtually cyclic subgroups W of Γ and all j ≤ j0. Since all
isotropy groups of EΓ are virtually cyclic, the canonical map

HΓ
n (EΓ,L

〈j〉
R,w)

∼=
−→ HΓ

n (EΓ,L
〈−∞〉
R,w )

is bijective for n ∈ Z and j ≤ j0. Since R is regular by assumption and hence
Whj(Γ;R) vanishes for j ≤ j0 by Theorem 4.3, the canonical map

HΓ
n ({•},L

〈j〉
R,w) = L〈j〉

n (RΓ, w)
∼=
−→ HΓ

n ({•},L
〈−∞〉
R,w ) = L〈−∞〉

n (RΓ, w)

is bijective for n ∈ Z by the Rothenberg sequence (5.5). We conclude that asser-
tion (1) holds for j ∈ {j0, j0 − 1, j0 − 2, . . .}, since we have already proved it for
j = −∞.

It remains to show for j ∈ Z with j ≤ 1 that assertion (1) holds for j + 1, if it
holds for j. This is done as follows.

We get from excision and Theorem 4.2 (1) the isomorphism
⊕

F∈M

HΓ
n (Γ×F EF → Γ/F,L

〈j+1,j〉
R,w|F

)
∼=
−→ HΓ

n (EΓ→ EΓ,L
〈j+1,j〉
R,w|F

).

The groups HΓ
n (EΓ,L

〈j+1,j〉
R,w|F

) and HΓ
n (Γ ×F EF,L

〈j+1,j〉
R,w|F

) vanish for n ∈ Z by

Lemma 5.13 (2), as Γ acts freely on EΓ and on Γ ×F EF . This implies that the
canonical maps

HΓ
n (Γ/F,L

〈j+1,j〉
R,w )

∼=
−→ HΓ

n (Γ×F EF → Γ/F,L
〈j+1,j〉
R,w )

and
HΓ

n (EΓ,L
〈j+1,j〉
R,w )

∼=−→ HΓ
n (EΓ→ EΓ,L

〈j+1,j〉
R,w )

are isomorphisms. Hence we get isomorphisms
⊕

F∈M

HΓ
n (Γ/F,L

〈j+1,j〉
R,w )

∼=
−→ HΓ

n (EΓ,L
〈j+1,j〉
R,w ).

This shows that the up to Γ-homotopy unique map f :
∐

F∈M Γ/F → EΓ induces
for n ∈ Z an isomorphism

(5.15) HΓ
n (f ;L

〈j+1,j〉
R,w ) : HΓ

n (
∐

F∈M

Γ/F ;L
〈j+1,j〉
R,w )

∼=
−→ HΓ

n (EΓ;L
〈j+1,j〉
R,w ).

Let p :
∐

F∈M Γ/F → {•} be the projection. Next we want to show that it induces
for all n ∈ Z an isomorphism

(5.16) pn : H
Γ
n (

∐

F∈M

Γ/F ;L
〈j+1,j〉
R,w|F

)
∼=
−→ HΓ

n ({•};L
〈j+1,j〉
R,w ).

Put X =
∐

F∈M Γ/F . The following commutative diagram with exact rows

· · · → HΓ
n (X;L

〈j+1〉
R,w )

p∗
//

��

HΓ
n({•};L

〈j+1〉
R,w ) //

��

HΓ
n(p;L

〈j+1〉
R,w ) //

��

HΓ
n−1(X;L

〈j+1〉
R,w )

p∗
−→ · · ·

��

· · · → HΓ
n(X;L

〈j〉
R,w)

p∗
// HΓ

n({•};L
〈j〉
R,w)

// HΓ
n(p;L

〈j〉
R,w)

// HΓ
n−1(X;L

〈j〉
R,w)

p∗
−→ · · ·

can be identified with the first two rows in the commutative diagram with exact
rows and columns of Theorem 5.9, if we take A =

⊕
F∈M F(RF ), B = F(RΓ),
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and U : A → B to be
⊕

F∈MF(iF ) :
⊕

F∈MF(RF ) → F(RΓ) for iF : RF →
RΓ the ring homomorphism induced by the inclusion F → Γ. This identification
uses (5.4). The third row in the commutative diagram with exact rows and columns
of Theorem 5.9 can be written as

· → Ĥn(Z/2;
⊕

F∈M

Whj(F ;R))→ Ĥn(Z/2;Whj(Γ;R))→ Ĥn(Z/2;U)

→ Ĥn−1(Z/2;
⊕

F∈M

Whj(F ;R))→ Ĥn−1(Z/2;Whj(Γ;R))→ · · · .

This identification uses (5.3). Since
⊕

F∈M Whj(F ;R)→Whj(Γ;R) is an isomor-
phism for all n ∈ Z by Theorem 4.3, the first and the third arrow appearing in the

long exact sequence above is bijective for all n ∈ Z. Hence Ĥn(Z/2;U) vanishes

for all n ∈ Z. We conclude that the map HΓ
n (p;L

〈j+1〉
R,w )

∼=
−→ HΓ

n (p;L
〈j〉
R,w) is an iso-

morphism for all n ∈ Z. This implies that HΓ
n (p;L

〈j+1,j〉
R,w ) vanishes for all n ∈ Z.

Hence (5.16) is an isomorphism. Note that the proof of the bijectivity of (5.16)
would be rather easy, if we would know (5.12).

We conclude from (5.15) and (5.16) that the map

(5.17) HΓ
n (EΓ;L

〈j+1,j〉
R,w )

∼=−→ HΓ
n ({•};L

〈j+1,j〉
R,w )

is bijective for all n ∈ Z.
Next we show

(5.18) HV
n (EV → {•};L

〈j+1,j〉
R,w|V

) = 0 for n ∈ Z, V ∈ V .

Recall from Lemma 2.1 that any virtually cyclic subgroup of Γ is infinite cyclic or
isomorphic to D∞. Hence V satisfies the assumptions of Theorem 5.14, if we take
Γ = V . Now (5.18) follows from the isomorphism (5.17), which we have already
established.

Next we show that

(5.19) HΓ
n (EΓ;L

〈j+1,j〉
R,w )

∼=
−→ HΓ

n (EΓ;L
〈j+1,j〉
R,w )

is an isomorphism for all n ∈ Z. We get from Theorem 4.2 (2) an isomorphism
⊕

V ∈V

HΓ
n (Γ×V EV → Γ×V {•};L

〈j+1,j〉
R,w|V

)
∼=
−→ HΓ

n (EΓ→ EΓ;L
〈j+1,j〉
R,w ).

Using the induction structure of the equivariant homology theory H?
∗(−;L

〈j+1,j〉
R,w ),

we get isomorphisms

HV
n (EV → {•};L

〈j+1,j〉
R,w )

∼=
−→ HΓ

n (Γ×V EV → Γ×V {•};L
〈j+1,j〉
R,w )

for every V ∈ V . Hence (5.18) implies that (5.19) is bijective.
We conclude from (5.17) and (5.19) that the map

(5.20) HΓ
n (EΓ;L

〈j+1,j〉
R,w )

∼=
−→ HΓ

n ({•};L
〈j+1,j〉
R,w )

is bijective for all n ∈ Z.
By the induction hypothesis the map

HΓ
n (EΓ;L

〈j〉
R,w)

∼=
−→ HΓ

n ({•};L
〈j〉
R,w)

is bijective for all n ∈ Z. Now we conclude from (5.20), the Five-Lemma and
the long exact sequence given by the first two columns in (5.10) applied to the
projection f : X = EΓ→ Y = {•} that also the map

HΓ
n (EΓ;L

〈j+1〉
R,w )

∼=
−→ HΓ

n ({•};L
〈j+1〉
R,w )
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is bijective for all n ∈ Z. This finishes the proof of the induction step and hence of
assertion (1).

(2) We conclude from [23, Corollary 3.27] and the Bass-Heller-Swan decomposition
that Whj(D∞;R) = 0 and Whj(Z;R) = 0 holds for j ≤ j0. Since any infinite
cyclic subgroup of Γ is infinite cyclic or isomorphic to D∞ by Lemma 2.1, we
get Whj(W ;R) = 0 for j ≤ j0 ≤ −1 for any virtually cyclic subgroup W of Γ.
Since R is regular, Kj(R) = 0 for j ≤ j0. This implies HW

j (EW ;KR) = 0 for

j ≤ j0 by a spectral sequence argument. Hence Kj(RW ) = HW
j ({•};KR) ∼=

HW
j (EW → {•};KR) ∼= Whj(W ;R) = 0 holds for j ≤ j0. Therefore we obtain

from [4, Section 1] the desired short split exact sequence.

(3) We get from excision and Theorem 4.2 (1) the first desired isomorphism

⊕

F∈M

HF
n (EF → {•};L

〈j〉
R,w|F

)
∼=
−→ HΓ

n (EΓ→ EΓ;L
〈j〉
R,w).

Next we show

(5.21) HV
n (EV → {•};L

〈j〉
R,w|V

) = 0 for n ∈ Z, V ∈ VI.

This is obvious, if V is finite. We conclude from Lemma 2.1 that every V ∈ VI is
infinite cyclic. Hence it suffices to treat the case where V is infinite cyclic.

The assembly map HV
n (EV ;L

〈−∞〉
R,w|V

)→ HV
n ({•};L

〈−∞〉
R,w|V

) is bijective for all n ∈

Z. This follows from [43, Theorem 13.56] which is in this case essentially the

Shaneson-splitting. Hence HV
n (EV → {•};L

〈−∞〉
R,w|V

) vanishes for n ∈ Z.

Next we show that HV
n (EV → {•};L

〈j〉
R,w|V

) = 0 holds for j ∈ {2, 1, 0,−1, . . .}

and n ∈ Z. For this purpose it suffices to show that HV
n (EV → {•};L

〈j+1,j〉
R,w|V

) = 0

holds for j ∈ {1, 0,−1, . . .}, since we have already proved the claim for j = −∞.
Since V acts freely on EV , we conclude from Lemma 5.13 (2)

HV
n (EV → {•};L

〈j+1,j〉
R,w|V

) ∼= HV
n ({•};L

〈j+1,j〉
R,w|V

).

Because of Lemma 5.13 (1) it suffices to show Ĥn(Z/2,Whj(V ;R)) = 0. This
follows from the conclusion of Theorem 4.3 that Whj(V ;R) vanishes. This finishes
the proof of (5.21).

Next we prove

(5.22) HΓ
n (EΓ→ EVCYI

(Γ);L
〈j〉
R,w|V

) = 0 for n ∈ Z.

For a Γ-CW -complex Z let prZ : EΓ × Z → Z be the projection. Since the pro-
jection EΓ × EVCYI

(Γ) → EΓ is a Γ-homotopy equivalence, it suffices to show

HΓ
n (prEVCYI

(Γ);L
〈j〉
R,w|V

) = 0 for all n ∈ Z. We will show more generally for any

Γ-CW -complex Z, whose isotropy groups belong to VCYI , that HV
n (prZ ;L

〈j〉
R,w|V

)

vanishes for all n ∈ Z. By a colimit argument and induction over the skeletons
this claim can be reduced to the special case Z = Γ/V for V ∈ VCYI . Then
EΓ × Γ/V is Γ-homeomorphic to Γ ×V EV and prΓV

is the induction with the
inclusion V → Γ applied to EV → {•}. By the induction structure it remains to

show HV
n (EV → {•};L

〈j〉
R,w|V

) = 0 for all n ∈ Z and all V ∈ VCYI , what we have

already done, see (5.21). This finishes the proof of (5.22).
From (5.22) we obtain an isomorphism

HΓ
n (EΓ→ EΓ;L

〈j〉
R,w)

∼=
−→ HΓ

n (EVCYI
(Γ)→ EΓ;L

〈j〉
R,w).
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We conclude from Lemma 2.1 that Γ satisfies (VII) and (NVII). We get from
excision and Theorem 4.2 (3) isomorphisms

⊕

V ∈VII

HV
n (EV → {•};L

〈j〉
R,w|V

)
∼=
−→ HΓ

n (EVCYI
(Γ)→ EΓ;L

〈j〉
R,w).

Hence we obtain for every n ∈ Z the second desired isomorphism
⊕

V ∈VII

HV
n (EV → {•};L

〈j〉
R,w|V

)
∼=
−→ HΓ

n (EΓ→ EΓ;L
〈j〉
R,w|V

).

For any V ∈ VII the canonical map

HV
n (EV → {•};L

〈j〉
R,w|V

)
∼=
−→ HV

n (EV → {•};L
〈−∞〉
R,w|V

)

is bijective, since we have already shown that HV
n (EV → {•};L

〈j+1,j〉
R,w|V

) vanishes for

all n ∈ Z and j ∈ {1, 0,−1, . . .} in (5.19). This finishes the proof of Theorem 5.14.
�

Remark 5.23 (Identification with UNil-groups). The groupsHV
n (EV → {•};L

〈j〉
R,w)

appearing in assertion (3) of Theorem 5.14 for V ∈ VII, which has to be isomorphic
to D∞, are independent of the decoration j, and can be identified with Cappell’s
UNil-groups UNiln(R;R±1, R±1), where the signs ±1 come from the orientation
character w|V . If both signs are +1, they will be omitted from the notation. In the
case R = Z the groups UNiln(Z;Z,Z) have been computed by Banagl, Connolly,
Davis, Kozniewski, and Ranicki, see [21, 1, 20, 22],

UNiln(Z;Z,Z) ∼=





{0} n ≡ 0 mod (4);

{0} n ≡ 1 mod (4);

(Z/2)∞ n ≡ 2 mod (4);

(Z/2⊕ Z/4)∞ n ≡ 3 mod (4).

There is an isomorphism UNiln(Z;Z,Z)
∼=
−→ UNiln+2(Z;Z

−1,Z−1) for all n (see [11,
page 1118]).

Remark 5.24. We do not know, whether assertion (2) in Theorem 5.14 does hold
also for other decorations than −∞.

Remark 5.25. One interesting feature of Theorem 5.14 (1) is that it holds for all
decorations. Note that the L-theoretic Farrell-Jones Conjecture is formulated for
the decoration 〈−∞〉 only. Indeed, there are counterexamples for the decorations
s, h and p, see [33].

Remark 5.26. Assume in the sequel that the orientation homomorphism is triv-

ial. Then the computation of L
〈j〉
n (RΓ, w) boils down by Theorem 5.14 (1) to the

computation of the terms HΓ
n (EΓ;L

〈j〉
R ) and HΓ

n (EΓ → EΓ;L
〈j〉
R ), modulo a pos-

sible extension problem unless j = −∞, see Theorem 5.14 (2) and Remark 5.24.

The computation of HΓ
n (EΓ → EΓ;L

〈j〉
R ) is complete by Theorem 5.14 (3) and

Remark 5.23, if R = Z. Some information about HΓ
n (EΓ;L

〈j〉
R ) is given in Theo-

rem 5.14 (3). One can do a little better than this. Namely, there exists the following
long exact sequence (see [26, Lemma 7.2(ii)])

· · · → Hn+1(BΓ;L(R))→
⊕

F∈M

L̃〈j〉
n (RF )→ HΓ

n (EΓ;L
〈j〉
R )

→ Hn(BΓ;L〈j〉(R))→
⊕

F∈M

L̃〈j〉
n (RF )→ · · · .
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Here BΓ is Γ\EΓ and Hn(BΓ;L〈j〉(R)) is its homology with respect to the L-

theoretic ring spectrum with decoration 〈j〉 of the ring R. The group L̃
〈j〉
n (RF ) is

defined to be the kernel of the map L
〈j〉
n (RF ) → L

〈j〉
n (R) coming from the group

homomorphism F → {1}. The composite
⊕

F∈M

L̃〈j〉
n (RF )→ HΓ

n (EΓ;L
〈j〉
R )→ HΓ

n ({•};L
〈j〉
R ) = L〈j〉

n (RΓ)

is the direct sum of the maps induced by the various inclusions F → Γ. The map

HΓ
n (EΓ;L

〈j〉
R ) → Hn(BΓ;L〈j〉(R)) comes from the induction structure applied to

the group homomorphism Γ→ {1}. Note that this map has a section, if one inverts
the orders of all finite subgroups of Γ. Essentially the sequence above reduces the

computation of L
〈j〉
n (RΓ) to that of Hn(BΓ;L〈j〉(R)), which can be done in special

cases, when one understands the structure of BΓ. (See [26, Theorem 10.1].)
The construction of this sequence is analogous to the one appearing in [25, The-

orem 5.1 (b)] and left to the reader.

6. The (periodic) structure group of a pair

.
Let (A, ∂A) be a CW -pair. Suppose for simplicity that A is connected. We do

not assume that ∂A is connected. Let Γ = π1(A) be its fundamental group and Ã
its universal cover. Let w : π1A → {±1} be the orientation character. Let Π(A)
and Π(∂A) be the fundamental groupoids.

There is a long exact sequence of abelian groups, called the periodic algebraic
surgery exact sequence

(6.1) · · · → HΓ
n (Ã, ∂Ã;Ls

Z,w)→ Ls
n(ZΠ(∂A)→ ZΠ(A), w)→ Sper,sn (A, ∂A)

→ HΓ
n−1(Ã, ∂Ã;Ls

Z,w)→ Ls
n−1(ZΠ(∂A)→ ZΠ(A), w)→ · · · .

If we replace Ls
Z,w by its 1-connective cover, see Subsection 3.2, we obtain a long

exact sequence of abelian groups, called the algebraic surgery exact sequence

(6.2) · · · → HΓ
n (Ã, ∂Ã;Ls

Z,w〈1〉)→ Ls
n(ZΠ(∂A)→ ZΠ(A), w)→ Sper,sn (A, ∂A)

→ HΓ
n−1(Ã, ∂Ã;L

s
Z,w〈1〉)→ Ls

n−1(ZΠ(∂A)→ ZΠ(A), w)→ · · · .

These sequences can be constructed by taking homotopy groups of certain fibra-
tions of spectra, see for instance [49, Definition 14.6 on page 148].

Suppose that (A, ∂A) is a (n − 1)-dimensional finite Poincaré pair. Then the
algebraic surgery sequence 6.2 can be identified with the geometric surgery exact
sequence due to Sullivan and Wall, see for instance [49, Theorem 18.5 on page 198].
So the algebraic structure groups Ssn(A, ∂A) are relevant for the application of
surgery theory for topological manifolds, whereas the periodic version Sper,sn (A, ∂A)
is for us a very good approximation of Ssn(A, ∂A).

The definition of the algebraic periodic structure group S
per,〈j〉
n (A, ∂A) and its

non-periodic companion S
〈j〉
n (A, ∂A) make sense for any j ∈ {2, 1, 0,−1, . . .} ∐

{−∞}. This includes the exact sequences (6.1) and (6.2).
The next result will be crucial for the proof of our main theorems. A Γ-homotopy

equivalence of free cocompact Γ-CW -complexes (F, f) : (X,A) → (Y,B) is called
simple, if the Whitehead torsions τ(f), τ(∂f) and τ(f, ∂f) vanish in Wh(Γ). Ad-
ditivity for the Whitehead torsion implies that (F, f) is simple, if two of the three
elements τ(f), τ(∂f) and τ(f, ∂f) in Wh(Γ) vanish.
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Theorem 6.3. Let π be a finite index subgroup of a group Γ. Let (Z, ∂Z) be a free
cocompact Γ-CW -pair such that Z is simply connected and (Z/Γ, ∂Z/Γ) is a simple
finite Poincaré pair of dimension d ≥ 6.

(1) Then (Z/π, ∂Z/π) is a finite simple Poincaré pair of dimension d. Suppose
that the transfer map

p∗ : Ssd(Z/Γ, ∂Z/Γ)→ S
s
d(Z/π, ∂Z/π)

is injective. Then the following assertions are equivalent:
(a) There is a free cocompact π-manifold N with boundary ∂N and a sim-

ple π-homotopy equivalence of pairs (N, ∂N)→ (Z, ∂Z);
(b) There is a free cocompact Γ-manifold M with boundary ∂M and a

simple Γ-homotopy equivalence of pairs (M,∂M)→ (Z, ∂Z);
(2) Let (fi, ∂fi) : (Mi, ∂Mi)→ (Z, ∂Z) be simple Γ-homotopy equivalences with

free compact Γ-manifolds Mi with boundary for i = 0, 1. Suppose that
Ssd+1(Z/Γ, ∂Z/Γ) vanishes.

Then there is a Γ-homeomorphism (g, ∂g) : (M0, ∂M0)
∼=
−→ (M1, ∂M1)

such that (f1, ∂f1) ◦ (g, ∂g) is Γ-homotopic as map of Γ-pairs to (f0, ∂f0).
(3) There are also versions of assertions (1) and (2) for the decoration h. One

has to drop simple everywhere, change the decoration from s to h every-
where, and weaken the conclusion in assertion (2) to the following state-
ment: There is a Γ-h-cobordism (W,∂W ) with a Γ-homotopy equivalence of
pairs (F, ∂F ) : (W,∂W )→ (Z×[0, 1], ∂(Z×[0, 1])) from (f0, ∂f0) : (M0, ∂M0)→
(Z, ∂Z) to (f1, ∂f1) : (M1, ∂M1)→ (Z, ∂Z).

Proof. (1) The implication (1b) =⇒ (1a) is obvious. The implication (1a)
=⇒ (1b) follows from Ranicki’s theory of the total surgery obstruction, which
is explained for closed manifolds and Poincaré complexes in [49, Definition 17.1
and Proposition 17.2 on page 190] and extends to pairs, see [49, page 207–208].
More information can be found in [39]. The total surgery obstruction assigns to
(Z/π, ∂Z/π) an element in Ssd(Zπ, ∂Z/π), which vanishes, if and only if asser-
tion (1a) is true. The total surgery obstruction assigns to (Z/Γ, ∂ZΓ) an ele-
ment in Ssd(Z/Γ, ∂Z/Γ), which vanishes, if and only if assertion (1b) is true. The
map p∗ : Ssd(ZΓ, ∂Z/Γ) → Ssd(Zπ, ∂Z/π) sends the total surgery obstruction of
(Z/Γ, ∂Z/Γ) to that of (Z/π, ∂Z/π). Since p∗ is assumed to be injective, the result
follows.

(2),(3) This follows from surgery theory and the identification of the geometric and
the algebraic structure set, see [49, Theorem 18.5 on page 198], which also makes
sense for Poincaré pairs. See also [39]. �

For the reader’s convenience we spell out what a Γ-h-cobordism (W,∂W ) with a
Γ-homotopy equivalence of Γ-pairs (F, ∂F ) : (W,∂W )→ (Z× [0, 1], ∂(Z× [0, 1])) is.
Namely, we have a decomposition ∂W = ∂0W ∪ ∂1W ∪ ∂2W into Γ-submanifolds
of codimension zero such that ∂∂2W = ∂∂0W ∪ ∂∂1W and ∂0W ∩ ∂1W = ∅ hold,
∂F induces Γ-homotopy equivalences of pairs

∂0F : (∂0W,∂∂0W )
≃
−→ (Z, ∂Z)× {0};

∂1F : (∂1W,∂∂1W )
≃
−→ (Z, ∂Z)× {1};

∂2F : (∂2W,∂∂2W )
≃
−→ (∂Z × [0, 1], ∂Z × {0, 1}),

and there are identifications of (Mi, ∂Mi) with (∂iW,∂∂iW ) compatible with the
Γ-maps to Z for i = 0, 1. In particular ∂2F : ∂2W → ∂Z × [0, 1] yields an Γ-h-
cobordism from ∂f0 : ∂0M → ∂Z to ∂f1 : ∂1M → ∂Z.
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7. Computing the periodic structure group

Let Γ be the group appearing in the extension (1.1).
The next theorem follows directly from [42, Theorem 1.12, Theorem 7.12, and

Theorem 10.2]. It solves the existence question on the level of Poincaré pairs and
thus opens the door to apply surgery theory to replace up to (simple) homotopy a
Poincaré pair by a manifold with boundary.

Recall that M is a complete system of representatives of the conjugacy classes
of maximal finite subgroups and VII is a complete system of representatives of the
conjugacy classes of maximal virtually cyclic subgroups of type II.

Theorem 7.1 (Poincaré models). Suppose that the following conditions are satis-
fied:

• The natural number d satisfies d ≥ 3;
• There is a finite d-dimensional Poincaré complex, which is homotopy equiv-

alent to Bπ. Fix a generator [Bπ] of the infinite cyclic group Hπ
d (Eπ;Zw|π );

• For every F ∈M the restriction of the homomorphism w of (1.13) to F is
trivial, if d is even, and is non-trivial, if d is odd;

• Γ satisfies conditions (M), (NM), and (H), see Definitions 1.3 and 1.14;
• There exists a finite Γ-CW -model for EΓ;
• There exists an oriented free d-dimensional slice system S in the sense of

Definition 1.6, which satisfies condition (S). Fix such a choice.

Put ∂X =
∐

F∈M Γ×F SF and C(∂X) =
∐

F∈M Γ×F DF for DF the cone over
SF .

Then there exists a finite free Γ-CW -pair (X, ∂X) such that X ∪∂X C(∂X) is a
model for EΓ and (X/Γ, ∂X/Γ) is a finite d-dimensional Poincaré pair.

Recall that the first Stiefel-Whitney class of the finite d-dimensional Poincaré
pair (X/Γ, ∂X/Γ) is automatically the homomorphism w : Γ→ {±1} of (1.13).

Theorem 7.2. Suppose:

• The natural number d satisfies d ≥ 3;
• There is a finite d-dimensional Poincaré complex, which is homotopy equiv-

alent to Bπ. Fix a generator [Bπ] of the infinite cyclic group Hπ
d (Eπ;Zw|π );

• For every F ∈M the restriction of the homomorphism w of (1.13) to F is
trivial, if d is even, and is non-trivial, if d is odd;

• Γ satisfies (M), (NM), (H), and (VII);
• There exists a finite Γ-CW -model for EΓ;
• There exists an oriented free d-dimensional slice system S in the sense of

Definition 1.6, which satisfies condition (S). Fix such a choice;
• The group π is a Farrell-Jones group.

Let (X, ∂X) be a finite free Γ-CW -pair such that ∂X =
∐

F∈M Γ×F SF holds,
X ∪∂X C(∂X) is a model for EΓ, and (X/Γ, ∂X/Γ) is a finite d-dimensional
Poincaré pair. (It exists by Theorem 7.1.)

Consider any decoration j ∈ {2, 1, 0,−1, . . .} ∐ {−∞}. In the sequel everything
has to be understood with respect to the orientation homomorphism w : Γ → {±1}
of (1.13).

Then:

(1) We get for any n ∈ Z an isomorphism

HΓ
n (EΓ→ EΓ;L

〈j〉
Z,w)

∼=
−→ HΓ

n (EΓ→ {•};L
〈j〉
Z,w)

∼=
−→ Sper,〈j〉n (X/Γ, ∂X/Γ);

(2) For every n ∈ Z, there is an isomorphism
⊕

V ∈VII

UNiln(Z;Z
(−1)d ,Z(−1)d)

∼=
−→ Sper,〈j〉n (X/Γ, ∂X/Γ);
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(3) Fix n ∈ Z. Then HΓ
n (EΓ → {•};L

〈j〉
Z,w) vanishes, if and only if we have

UNiln(Z;Z
(−1)d ,Z(−1)d) = 0 for every V ∈ VII or VII is empty.

Proof. (1) Consider the following sequence of squares Φ1, Φ2, and Φ3,

∂X =
⋃

F∈M Γ×F SF
//

��

X

��∐
F∈M Γ/F //

id

��

EΓ

��∐
F∈M Γ/F //

id

��

EΓ

��

id

��∐
F∈M Γ/F // {•}.

Let Φ = Φ3 ◦ Φ2 ◦ Φ1 be the square given by the composition of the three squares
above. This implies by inspecting the definition of the algebraic structure group of
a pair

(7.3) Sper,〈j〉n (X/Γ, ∂X/Γ) = HΓ
n (Φ;L

〈j〉
Z,w).

Since Φ1 is a Γ-pushout, we conclude HΓ
n (Φ1;L

〈j〉
Z,w) = {0} for all n ∈ Z from

excision. The ring Z is a principal ideal domain and Whj(H ;Z) = 0 holds for every
finite group H and j ≤ −2, see [15]. Hence Theorem 5.14 (1) applies and we get

HΓ
n (Φ3;L

〈j〉
Z,w) = {0} for all n ∈ Z. Therefore we get canonical isomorphisms

(7.4) HΓ
n (Φ2;L

〈j〉
Z,w)

∼=
−→ HΓ

n (Φ3 ◦ Φ2;L
〈j〉
Z,w)

∼=
←− HΓ

n (Φ;L
〈j〉
Z,w)

for all n ∈ Z. There are also canoncial isomorphisms

HΓ
n (EΓ→ EΓ;L

〈j〉
Z,w)

∼=
−→ HΓ

n (Φ2;L
〈j〉
Z,w);(7.5)

HΓ
n (EΓ→ {•};L

〈j〉
Z,w)

∼=
−→ HΓ

n (Φ3 ◦Φ2;L
〈j〉
Z,w).(7.6)

Now put the isomorphisms (7.3), (7.4), (7.5), and (7.6) together.

(2) This follows from assertion (1), Theorem 5.14 (3), and Remark 5.23, since
V ∼= D∞ holds for every V ∈ VII by Lemma 2.1 and F ∼= Z/2 holds for every
F ∈M, if d is odd, see [42, Lemma 3.3 (2)].

(3) This follows from assertion (2). �

8. Existence of manifold models

Let Γ be the group appearing in the extension (1.1). Let M be a complete
system of representatives of the conjugacy classes of maximal finite subgroups.

Theorem 8.1 (Existence of manifold models). Suppose:

• The natural number d satisfies d ≥ 5;
• There exists a closed manifold of dimension d, which is homotopy equivalent

to Bπ. Fix a generator [Bπ] of the infinite cyclic group Hπ
d (Eπ;Zw|π);

• For every F ∈M the restriction of the homomorphism w of (1.13) to F is
trivial, if d is even, and is non-trivial, if d is odd;

• The group Γ satisfies conditions (M), (NM), and (H), see Definitions 1.3
and 1.14;

• There exists a finite Γ-CW -model for EΓ;
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• There exists an oriented free d-dimensional slice system S in the sense of
Definition 1.6, which satisfies condition (S). Fix such a choice;

• The group HΓ
m(EΓ→ {•};L

〈j〉
Z,w) vanishes for every m ∈ {d, d+ 1}.

Let (X, ∂X) be a finite free Γ-CW -pair such that ∂X =
∐

F∈M Γ×F SF holds,
X ∪∂X C(∂X) is a model for EΓ, and (X/Γ, ∂X/Γ) is a finite d-dimensional
Poincaré pair. (It exists by Theorem 7.1.) Then:

(1) The structure groups S
〈j〉
d (X/Γ, ∂X/Γ) and S

〈j〉
d (X/π, ∂X/π) are infinite

cyclic and the map induced by restriction with i : π → Γ induces an injection

i∗ : S
〈j〉
d (X/Γ, ∂X/Γ)→ S

〈j〉
d (X/π, ∂X/π);

(2) There exists a cocompact free d-dimensional Γ-manifold N with boundary

∂N together with a Γ-homotopy equivalence (f, ∂f) : (N, ∂N)
≃
−→ (X, ∂X)

of Γ-pairs;
(3) Let M be N ∪∂N C(∂N). Then M is a slice manifold model for EΓ with N

as a slice complement in the sense of Definition 1.11. If S ′ = {S′
F | F ∈M}

is the underlying slice manifold system, then SF and S′
F are F -homotopy

equivalent for every F ∈M.
Proof. (1) In the sequel w : Γ→ {±1} is the group homomorphism (1.13). Recall
that it agrees with the orientation homomorphism Γ → {±1} associated to the
Poincaré pair (X/Γ, ∂X/Γ). Note that we can choose a finite d-dimensional Γ-CW -
complex model for EΓ such that EΓ>1 =

∐
F∈M Γ/F holds, see [42, Theorem 1.12].

Let E : Groupoids→ Spectra be a Groupoids-spectrum. We have introduced
in Subsection 3.2 the Groupoids-spectrum E〈1〉 obtained from E by passing to
the 1-connective covering. Consider a Γ-map f : X → Y . The equivariant Atiyah-
Hirzebruch spectral sequence for the Γ-homology theory associated to E defined in
Subsection 3.2 has as E2-term E2

p,q the Bredon homology BHΓ
p (f ;πq(E)) and con-

verges to HΓ
p+q(f ;E). An easy spectral sequence argument yields an isomorphism,

natural in f ,

(8.2) HΓ
d+1(f ;E)

∼=
−→ BHΓ

d+1(f ;π0(E)),

provided that dim(X) ≤ d and dim(Y ) ≤ d + 1 holds. If we apply equation (8.2)

to EΓ → {•} for E = L
〈j〉
Z,w and write E = L

〈j〉

Z,w, we obtain from the long exact

sequence of the map EΓ→ {•} for Bredon homology an isomorphism

(8.3) ∂d+1 : H
Γ
d+1(EΓ→ {•};L

〈j〉

Z,w)
∼=
−→ BHΓ

d (EΓ;π0(L
〈j〉
Z,w)).

We put

Φ :=

∂X //

��

X

��

π0(∂X) // EΓ

and Ψ :=

∂X //

��

X

��

π0(∂X) // {•}.

We have the following long exact sequence

· · · → HΓ
n+1(Φ;E)→ HΓ

n+1(Ψ;E)→ HΓ
n+1(EΓ→ {•};E)

→ HΓ
n (Φ;E)→ HΓ

n (Ψ;E)→ · · · .

Since Φ is a Γ-pushout and its upper horizontal arrow is a Γ-cofibration,HΓ
n (Φ;L

〈j〉
Z,w〈1〉)

vanishes for every n ∈ Z. Hence we get for n ∈ Z an isomorphism

HΓ
n (Ψ;L

〈j〉
Z,w〈1〉)

∼=
−→ HΓ

n (EΓ→ {•};L
〈j〉
Z,w〈1〉).(8.4)
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If we apply the long exact sequence (3.1) to E = L
〈j〉
Z,w and EΓ → {•} and use

the assumption that HΓ
m(EΓ → {•};L

〈j〉
Z,w) vanishes for m = d, d + 1, we get an

isomorphism

(8.5) ∂d+1 : H
Γ
d+1(EΓ→ {•};L

〈j〉

Z,w)
∼=
−→ HΓ

d (EΓ→ {•};L
〈j〉
Z,w〈1〉).

Combining (8.3), (8.4) and (8.5) yields an isomorphism

(8.6) HΓ
d (Ψ;L

〈j〉
Z,w〈1〉)

∼=
−→ BHΓ

d (EΓ;π0(L
〈j〉
Z,w)).

Since the image of the inclusion i : π → Γ has finite index, there are natural
restrictions functors

i∗ : HΓ
d (Ψ,L

〈−j〉
Z,w 〈1〉) → Hπ

d (i
∗Ψ,L

〈−j〉
Z,w 〈1〉);

i∗ : HΓ
d (Ψ,L

〈−j〉
Z,w ) → Hπ

d (i
∗Ψ,L

〈−j〉
Z,w );

i∗ : HΓ
d (Ψ,L

〈−j〉

Z,w ) → Hπ
d (i

∗Ψ,L
〈−j〉

Z,w ),

and analogously for Bredon homology

i∗ : BHΓ
d (Ψ;π0(L

〈j〉
Z,w))→ BHπ

d (i
∗Ψ;π0(L

〈j〉
Z,w)).

These are compatible with the exact sequence (3.1) and the isomorphism (8.2) for

E = L
〈−j〉
Z,w . Moreover, they are compatible with the isomorphisms (8.3), (8.4) (8.5)

and (8.6) as well. In particular, we get a commutative square whose vertical arrows
are isomorphisms

(8.7) HΓ
d (Ψ;L

〈j〉
Z,w〈1〉)

∼=

��

i∗
// Hπ

d (i
∗Ψ;L

〈j〉
Z,w〈1〉)

∼=

��

BHΓ
d (EΓ;π0(L

〈j〉
Z,w)) i∗

// BHπ
d (i

∗EΓ;π0(L
〈j〉
Z,w)).

Since EΓ is a finite Γ-CW - complex such that dim(EΓ) ≤ d and all it cells in

dimension d have trivial isotropy group, BHΓ
d (EΓ;π0(L

〈j〉
Z,w)) is an abelian subgroup

of a finite direct sum of copies of L
〈j〉
0 (Z) ∼= L0(Z) ∼= Z. We conclude that there is

a natural number r satisfying

(8.8) BHΓ
d (EΓ;π0(L

〈j〉
Z,w))

∼= Zr.

Consider the following commutative diagram

BHΓ
d (EΓ;π0(L

〈j〉
Z,w))

∼=

��

i∗
// BHπ

d (i
∗EΓ;π0(L

〈j〉
Z,w))

∼=

��

BHΓ
d (

∐
F∈M Γ/F → EΓ;π0(L

〈j〉
Z,w)) i∗

// BHπ
d (

∐
F∈M i∗Γ/F → i∗EΓ;π0(L

〈j〉
Z,w))

BHΓ
d (

∐
F∈M Γ×F EF → EΓ;π0(L

〈j〉
Z,w)) i∗

//

∼=

OO

BHπ
d (

∐
F∈M i∗(Γ×F EF )→ i∗EΓ;π0(L

〈j〉
Z,w)).

∼=

OO
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We have the long exact sequence

· · · → BHΓ
d (

∐

F∈M

Γ×F EF ;π0(L
〈j〉
Z,w))→ BHΓ

d (EΓ;π0(L
〈j〉
Z,w))→

→ BHΓ
d (

∐

F∈M

Γ×F EF → EΓ;π0(L
〈j〉
Z,w))→

→ BHΓ
d−1(

∐

F∈M

Γ×F EF ;π0(L
〈j〉
Z,w))→ BHΓ

d−1(EΓ;π0(L
〈j〉
Z,w))→ · · · .

Since Γ acts freely on Γ×F EF and EΓ and L
〈j〉
0 (Z) is independent of the decoration

j, we get identifications

BHΓ
k (

∐

F∈M

Γ×F EF ;π0(L
〈j〉
Z,w))

∼=
⊕

F∈M

HF
k (EF ;L0(Z)

w|F )

BHΓ
k (EΓ;π0(L

〈j〉
Z,w))

∼= HΓ
k (EΓ;L0(Z)

w).

Since F is a finite group, we get for k ≥ 1

HF
k (EF ;L0(Z)

w|F )(0) = 0,

where for any abelian group A we denote by A(0) := Q ⊗Z,w A its rationalization.
Hence we obtain an isomorphism

BHΓ
d (EΓ;π0(L

〈j〉
Z,w))(0)

∼= HΓ
d (EΓ;L0(Z)

w)(0).

Since we have the exact sequence 1 → π
i
−→ Γ → G → 1, we conclude from the

Leray-Serre spectral sequence that restriction with i yields an isomorphism

i∗(0) : H
Γ
d (EΓ;L0(Z)

w)(0)
∼=
−→ Hπ

d (Eπ;L0(Z)
w|π )G(0).

By Poincaré duality we obtain an isomorphism

Hπ
d (Eπ;L0(Z)

w|π ) ∼= H0
π(Eπ;L0(Z)) ∼= H0(Bπ;L0(Z)) ∼= L0(Z),

Moreover, the G-action on Hπ
d (Eπ;L0(Z)

w)(0) is trivial by a direct inspection,
cf. [42, Proof of Lemma 6.15]. Hence we get an isomorphism

(8.9) BHΓ
d (EΓ;π0(L

〈j〉
Z,w))(0)

∼=
−→ L0(Z)(0) ∼= Q.

Combining (8.8) and (8.9) yields

(8.10) BHΓ
d (EΓ;π0(L

〈j〉
Z,w))

∼= Z.

The following diagram commutes

HΓ
d (EΓ;L0(Z)

w)(0)
i∗

//

��

Hπ
d (Eπ;L0(Z)

w|π )

∼=
��

BHΓ
d (EΓ;π0(L

〈j〉
Z,w))

i∗
// BHπ

d (i
∗EΓ;π0(L

〈j〉
Z,w)).

The upper horizontal arrow, the left vertical arrow, and the right vertical arrow
are bijective after rationalizing. Hence the lower horizontal arrow is bijective after
rationalizing. Since its source and target consists of infinite cyclic groups, the map

i∗ : BHΓ
d (EΓ;π0(L

〈j〉
Z,w))→ BHπ

d (i
∗EΓ;π0(L

〈j〉
Z,w))

is injective. We conclude from (8.7) that the map

i∗ : HΓ
d (Ψ;L

〈j〉
Z,w〈1〉)→ Hπ

d (i
∗Ψ;L

〈j〉
Z,w〈1〉)

is injective. This map can be identified with i∗ : S
〈j〉
d (X/Γ, ∂X/Γ)→ S

〈j〉
d (X/π, ∂X/π),

c.f. (7.3). This finishes the proof of assertion(1).
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(2) This follows from assertion (1) and Theorem 6.3. In dimension d = 5 we use
that fact that on the boundary, which is 4-dimensional, all Γ-components are in-
duced from the finite group F , which is good in the sense of Freedman.

(3) By assertion (2) we can choose a free cocompact d-dimensional Γ-manifold N

with boundary ∂N together with a Γ-homotopy equivalence (f, ∂f) : (N, ∂N)
≃
−→

(X, ∂X) of Γ-pairs. Because the Poincaré Conjecture is known to be true, there
exists a d-dimensional free slice manifold system S ′ = {S′

F | F ∈ M} with
∂N =

∐
F∈M Γ ×F S′

F . Let D′
F be the cone of S′

F . Define the Γ-spaces M and
X ∪∂X C(∂X) by the Γ-pushouts

∂N =
∐

F∈M Γ×F S′
F

//

��

N

��

C(∂N) =
∐

F∈M Γ×F D′
F

// M

and
∂X =

∐
F∈M Γ×F SF

//

��

X

��

C(∂X) =
∐

F∈M Γ×F DF
// X ∪∂X C(∂X).

Obviously the Γ-homotopy equivalence ∂f :
∐

F∈M Γ ×F S′
F = ∂N → Γ ×F SF =

∂X extends to a Γ-homotopy equivalence ∂̂f :
∐

F∈M Γ ×F D′
F → Γ ×F DF . Let

F : M → X ∪∂X C(∂X) be the Γ-map given by the Γ-pushout of the three Γ-

homotopy equivalences ∂̂f , ∂f and f . Then F itself is a Γ-homotopy equivalence.
The Γ-space X ∪∂X C(∂X) is a Γ-CW -model for EΓ by assumption. This finishes
the proof of Theorem 8.1. �

9. Uniqueness of manifold models

Let Γ be the group appearing in the extension (1.1). Let M be a complete
system of representatives of the conjugacy classes of maximal finite subgroups.

Theorem 9.1 (Uniqueness of manifold models). Suppose:

• The natural number d satisfies d ≥ 5;
• Γ satisfies condition (VII), see Definition 1.3;
• The group π is a Farrell-Jones group, see Subsection 3.4;

• The group UNild+1(Z;Z
(−1)d ,Z(−1)d) vanishes or Γ contains no subgroup

isomorphic to D∞.

Let M and M ′ be two slice manifold models for EΓ with respect to the d-
dimensional free slice manifold systems S = {SF | F ∈ M} and S ′ = {S′

F |
F ∈ M} in the sense of Definition 1.11. Let N and N ′ be slice complements, i.e.,
cocompact proper proper free d-dimensional Γ-manifolds with boundary such that
there are Γ-pushouts

∂N =
∐

F∈M Γ×F SF
//

��

N

��

C(∂N) // M

and

∂N ′ =
∐

F∈M Γ×F S′
F

//

��

N

��

C(∂N ′) // M ′

where we abbreviate C(∂N) :=
∐

F∈M Γ×F DF and C(∂N ′) :=
∐

F∈M Γ×F D′
F .

Then:

(1) The group HΓ
d+1(EΓ→ {•};L

〈j〉
Z,w) vanishes for every j ∈ {2, 1, 0,−1, . . .}∐

{−∞};
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(2) The structure group S
〈j〉
d+1(N

′/Γ, ∂N ′/Γ) vanishes for j ∈ {2, 1, 0,−1, . . .}∐
{−∞};

(3) We have
(a) For every F ∈ F there exists an F -equivariant h-cobordism between

SF and S′
F ;

(b) There exists a Γ-homeomorphism f : M →M ′;
(4) (a) Every Γ-homeomorphism of cocompact proper free Γ-manifolds with

boundary (N, ∂N)→ (N ′, ∂N ′) is a simple Γ-homotopy equivalence of
Γ-CW -pairs;

(b) Every simple Γ-homotopy equivalence (N, ∂N)→ (N ′, ∂N ′) of Γ-CW -
pairs is Γ-homotopic to a Γ-homeomorphism (N, ∂N)→ (N ′, ∂N ′) of
cocompact proper free Γ-manifolds with boundary;

(5) The following assertions are equivalent, if we additionally assume that for
all F ∈ M the 2-Sylow subgroup of F is cyclic;
(a) There exists a Γ-homeomorphism of cocompact proper free Γ-manifolds

with boundary (h, ∂h) : (N, ∂N)
∼=
−→ (N ′, ∂N ′) such that ∂h induces for

each F ∈ M a F -homeomorphism ∂hF : SF → S′
F satisfying ∂h =∐

F∈M idΓ×F ∂hF ;

(b) There exists a simple Γ-homotopy equivalence (f, ∂f) : (N, ∂N)
≃s−−→

(N ′, ∂N ′) of Γ-CW -complexes such that such that ∂f induces for each
F ∈ M a simple F -homotopy equivalence ∂fF : SF → S′

F satisfying
∂f =

∐
F∈M idΓ×F ∂fF ;

(c) For every F ∈ F there exists a F -homeomorphism of cocompact proper

free F -manifolds SF

∼=
−→ S′

F ;
(d) For every F ∈ F there exists a simple F -homotopy equivalence of finite

free Γ-CW -complexes SF
≃s−−→ S′

F .
Proof. (1) The existence of a slice model M ′ implies the following facts. We
conclude from [42, Lemma 1.9], which directly extends to the case, where w is non-
trivial, that Γ satisfies conditions (M), (NM), and (H), see Definitions 1.3 and 1.14,
and that there is a finite d-dimensional Γ-CW -complex model for EΓ such that
EΓ>1 =

∐
F∈M Γ/F holds. Moreover, there is a closed manifold model for Bπ and

the orientation character w : Γ→ {±1} has for every F ∈ M the property that w|F
is trivial, if d is even, and is non-trivial, if d is odd, see [42, Subsection 6.2]. Now
apply Theorem 7.2 (3).

(2) We proceed as in the proof of Theorem 8.1 (1) An easy spectral sequence
argument shows that we get from assertion (1) an isomorphism

(9.2) HΓ
d+2(EΓ→ {•};L

〈j〉

Z,w) = {0}.

We put

Φ :=

∂N ′ //

��

N ′

��

π0(∂N
′) // EΓ

and Ψ :=

∂N ′ //

��

N ′

��

π0(∂N
′) // {•}.

We have the following long exact sequence

· · · → HΓ
n+1(Φ;L

〈j〉
Z,w〈1〉)→ HΓ

n+1(Ψ;L
〈j〉
Z,w〈1〉)→ HΓ

n+1(EΓ→ {•};L
〈j〉
Z,w〈1〉)

→ HΓ
n (Φ;L

〈j〉
Z,w〈1〉)→ HΓ

n (Ψ;L
〈j〉
Z,w〈1〉)→ · · · .
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Since Φ is a Γ-pushout and its upper horizontal arrow is a Γ-cofibration,HΓ
n (Φ;L

〈j〉
Z,w〈1〉)

vanishes for every n ∈ Z. Hence we get for n ∈ Z an isomorphism

HΓ
n (Ψ;L

〈j〉
Z,w〈1〉)

∼=
−→ HΓ

n (EΓ→ {•};L
〈j〉
Z,w〈1〉).(9.3)

If we apply the long exact sequence (3.1) to E = L
〈j〉
Z,w and EΓ → {•} and use

that HΓ
d+1(EΓ→ {•};L

〈j〉
Z,w) vanishes by assertion (1), we get an epimorphism

(9.4) ∂d+2 : H
Γ
d+2(EΓ→ {•};L

〈j〉

Z,w)
∼=
−→ HΓ

d+1(EΓ→ {•};L
〈j〉
Z,w〈1〉).

Combining (9.2), (9.3) and (9.4) yields

(9.5) HΓ
d+1(Ψ;L

〈j〉
Z,w〈1〉) = {0}.

Note that we get an identification HΓ
d+1(Ψ;L

〈j〉
Z,w〈1〉) = S

〈j〉
d+1(N

′/Γ, ∂N ′/Γ) from

the definition of the algebraic structure groups. Hence S
〈j〉
d+1(N

′/Γ, ∂N ′/Γ) vanishes
because of (9.5).

(3) The main arguments for the proof of assertion (3) have already been presented
in [19, Proof of Lemma 4.3]. For the reader’s convenience we give more details here.

We conclude from [42, Theorem 8.9 and Theorem 10.2] taking [42, Lemma 3.4]

into account that there is a Γ-homotopy equivalence of Γ-pairs (f, ∂f) : (N, ∂N)
≃Γ−−→

(N ′, ∂N ′) such that ∂f induces F -homotopy equivalences ∂fF : S′
F → S′

F for

every F ∈ M. We get S
〈h〉
d+1(N

′/Γ, ∂N ′/Γ) = 0 from assertion (2). We con-
clude from Theorem 6.3 (3) that there is an h-cobordism (W,∂W ) with a Γ-
homotopy equivalence of pairs (F, ∂F ) : (W,∂W ) → (N ′ × [0, 1], ∂(N ′ × [0, 1]))
from (f, ∂f) : (N, ∂N) → (N ′, ∂N ′) to id(N ′,∂N ′) : (N

′, ∂N ′) → (N ′, ∂N ′). In di-
mension d = 5 we use that fact that on the boundary, which is 4-dimensional, all
Γ-components are induced from finite groups F which are all good in the sense of
Freedman. In particular we see that (3a) holds. We conclude from Theorem 4.3, the
s-Cobordism Theorem for pairs, and basic properties of Whitehead torsion as for
instance homotopy invariance and the sum formula that we can choose for F ∈M
an F -h-cobordism VF between SF and S′

F such that W =
⋃

F∈M Γ ×F VF is a
Γ-h-cobordism between ∂N and ∂N ′ and a simple Γ-h-cobordism of pairs between
N∪∂NW and N ′ relative ∂N ′. The latter implies that there is a Γ-homeomorphism

of pairs (N ∪∂N W,∂N ′)
∼=−→ (N ′, ∂N ′) which is the identity on ∂N ′. It induces a Γ-

homeomorphismN∪∂NW ∪∂N ′C(∂N ′)
∼=
−→M ′ = N ′∪∂N ′C(∂N ′). Hence it suffices

to show that N ∪∂N W ∪∂N ′ C(∂N ′) and M = N ∪∂N C(∂N) are Γ-homeomorphic.
Let W− be a Γ-h-cobordism between ∂N ′ and ∂N satisfying τ(∂N ′ → W−) =

−τ(∂N →W ). Then W ∪∂N ′ W− is a trivial Γ-h-cobordism over ∂N because of

τ(∂N → W ∪∂N ′ W−) = τ(∂N →W ) + τ(∂N ′ →W−)

= τ(∂N →W )− τ(∂N →W ) = 0.

Analogously one shows that W− ∪∂N W is a trivial F -h-cobordism over ∂N ′. Now
one constructs by an Eilenberg swindle a Γ-homeomorphism relative to ∂N

W ∪∂N ′ ∂N ′ × [0,∞)
∼=
−→ ∂N × [0,∞).

It extends by passing to the one-point-compatification of the various path compo-
nents to a Γ-homeomorphism relative ∂N .

W ∪∂N ′ C(∂N ′)
∼=
−→ C(∂N).

It together with idN yields the desired Γ-homeomorphism N ∪∂ W ∪∂N ′ C(∂N ′)
∼=
−→

N ∪∂N C(∂N).
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(4) Since Γ acts freely on (N, ∂N) and (N ′, ∂N ′), any Γ-homeomorphism (N, ∂N)
∼=
−→

(N ′, ∂N ′) of pairs is a simple Γ-homotopy equivalence of Γ-CW -pairs by the topo-
logical invariance of Whitehead torsion, see [16, 17].

Consider a simple homotopy equivalence of Γ-pairs (f, ∂f) : (N, ∂N)
∼=−→ (N ′, ∂N ′),

We get S
〈s〉
d+1(N

′/Γ, ∂N ′/Γ) = 0 from assertion(1). Now we conclude from Theo-
rem 6.3 (2)that (f, ∂f) is Γ-homotopic to a Γ-homeomorphism of pairs.

(5) We conclude (5a) ⇐⇒ (5b) from assertion (4). Obviously (5b) =⇒ (5d)
and (5a) =⇒ (5c) hold. We get (5c) =⇒ (5d) from the topological invari-
ance of Whitehead torsion, see [16, 17]. Hence it remains to prove the implica-
tion (5d) =⇒ (5b) what we do next.

Any F -homotopy equivalence SF
∼s−−→ S′

F is simple by [42, Lemma 3.3 (5)],

since there exists one F -homotopy equivalence SF
∼s−−→ S′

F by assumption. Now
apply [42, Theorem 9.1 and Theorem 10.3] taking [42, Lemma 3.4] into account.
The condition (S) appearing in [42, Definition 7.9] can be arranged to hold by [42,
Lemma 7.10]. This finishes the proof of Theorem 9.1. �

Remark 9.6. Note that from Theorem 9.1 we get a slice model system S =
{SF | F ∈ M} such that each element SF is unique up to F -h-cobordism. It is
unclear how we can determine S just from Γ, provided that all the assumptions
appearing in Theorem 9.1 are satisfied. Note that we have at least a recipe to
determine {κF | F ∈M} from Γ and hence the F -homotopy type of each SF , see
Definition 1.15.

If F is finite cyclic of odd order, the simple structure set of SF /F has completely
been determined in terms of Reidemeister torsion and ρ-invariants by Wall [54,
Theorem 14E.7 on page 224].

But there is a geometric case, where the passage from Γ to the slice manifold
system is explicit. Let X be a closed negatively curved manifold and suppose that

Γ is a discrete cocompact subgroup of Isom(X̃), that Γ is a finite extension of the
deck transformations π, and that Γ satisfies condition (F). Then the action of Γ

extends to the sphere Sd−1
∞ and any non-trivial finite subgroup F fixes a point in X̃

and acts freely on the boundary sphere. The F -h-cobordism between the boundary
of a F -tubular neighborhood of the fixed point and the sphere at infinity determines
the slice manifold structure.

10. Comparisons

10.1. Cocompact and d-dimensional models. We discuss the relationship be-
tween cocompact manifold models and d-dimensional manifold models for EΓ.

Assume that Γ is a finite extension of the fundamental group of a closed aspher-
ical manifold X of dimension d. Note that Hd(X ;Z/2) = Z/2 and He(X ;Z/2) = 0
for e > d. We claim that a cocompact manifold model for EΓ is a d-dimensional
manifold model for EΓ and conversely. If M is a cocompact manifold model for
EΓ, then M/π is a closed manifold which has the homotopy type of X ; hence its
homology shows that it has dimension d. Conversely, if M is a d-dimensional man-
ifold model for EΓ, then M/π is a d-manifold having the homology of X so must
be closed. Hence M/Γ is compact.

10.2. (M),(NM), and (F). Clearly conditions (M) and (NM) imply condition
(F), but the converse is not true in general. If Γ is virtually torsionfree and a
cocompact manifold model for EΓ exists, then conditions (M)+(NM) are equivalent
to condition (F) by Lemma 2.1 (4). This provides an intriguing possibility for a
negative answer to the Manifold Model Question: Construct a finite extension Γ of
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a fundamental group of a closed aspherical manifold which satisfies condition (F),
but not (M)+(NM).

10.3. Assumptions. The assumptions of our uniqueness Theorem 1.21 and the
assumptions of the uniqueness theorem in [19] are different and it is important to
compare them so that we can use the results of both. The main difference is our
assumption of a slice manifold model and their assumption of condition (C ′i), which
says that there exists a proper cocompact Γ-manifold X such that (X \X>1)/Γ has
the Γ-homotopy type of a finite Γ-CW -complex and X is Γ-homotopy equivalent
to EΓ.

The following further conditions appear in [19]. The condition (C ′ii) says that
each infinite dihedral subgroup of Γ lies in a unique maximal infinite dihedral group,
Condition (C ′iii) says that Γ satisfies the K-and L-theoretic Farrell-Jones Conjec-
ture with coefficients in the ring Z. Note that condition (C ′iii) is automatically
satisfied, if π is a Farrell-Jones group. The condition (C) says that there is a
contractible Riemannian manifold of non-positive sectional curvature with effective
cocompact proper Γ-action by isometries. In [19, Remark 1.2] it is proved that
the conditions (F) and (C) together imply conditions (C ′i), (C ′ ′ii), and (C ′iii),
actually such Γ is a Farrell-Jones group.

It is obvious that the existence of a slice manifold model for EΓ implies condition
(C ′i). In [19, Lemma 4.2] it is shown that there exists a slice manifold model for
EΓ, provided that conditions (F), (C ′i) and (C ′ii) and (C ′iii) are satisfied. The
conditions (F) and (C ′i) follow from conditions (M) and (NM) by Lemma 2.1.
Hence condition (C ′i) is equivalent to the existence of slice manifold model for EΓ,
provided that conditions (M) and (NM) hold and π is a Farrell-Jones group. Recall
that Theorem 1.16 gives conditions for the the existence of a slice manifold model for
EΓ and that most of the conditions appearing there are necessary, see Remark 1.20.
Obviously the conditions appearing in Theorem 1.16 are more accessible than the
condition (C’i).

10.4. All models are slice manifold models. Now suppose that there exists a
slice manifold model X for EΓ. Consider any cocompact proper Γ-manifold M such
that M is Γ-homotopy equivalent to EΓ. Recall that X is a Γ-CW -model for EΓ,
which is pseudo-free, i.e., X>1 is zero-dimensional. Hence also M is pseudo-free
by Lemma 2.1 (4). We conclude from [19, Lemma 3.2] that there is an isovariant
Γ-homotopy equivalence f : M → X . Now [19, Proposition 4.2] implies that M is
a slice manifold model for EΓ.

10.5. NRQ and MMQ. In the introduction we argued, that in fairly general
circumstances, an affirmative answer to the Manifold Model Question gives an af-
firmative answer to the Nielsen Realization Question. In this subsection we argue,
that under quite technical conditions, an affirmative answer to the Nielsen Realiza-
tion Question implies an affirmative answer to the Manifold Model Question.

Proposition 10.1. Suppose a finite group G acts on a closed aspherical manifold
X with fundamental group π. Let

1→ π → Γ→ G→ 1

be the associated exact sequence of groups. If Γ satisfies condition (F), namely
that every non-trivial finite subgroup of Γ has finite normalizer, then there is a
pseudo-free cocompact Γ-manifold M which has the Γ-homotopy type of a model for
EΓ.

Proof. Let M = X̃ which is a manifold by with a Γ-action by hypothesis. It is
cocompact since M/Γ is a quotient of the compact space X . Proposition 2.3 of [19]
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asserts that the action of Γ on M is pseudo-free, that the fixed-point set of any finite
non-trivial subgroup is a point, and the fixed-point set of any infinite subgroup is
empty. Finally, Proposition 2.5 of [19] asserts that M has the Γ-homotopy type of
a Γ-CW-complex. �

The conclusion stops short of answering the Manifold Model Question, since it
does not assert that M is a Γ-CW-complex. However, we suspect that using some
algebraicK-theory together with the proof of Proposition 2.5 of [19], that one could
prove that M is a compact manifold model for EΓ if G has order 2 or 3, in which
case the lower Whitehead groups Whi(G) vanish for i ≤ 1.

10.6. Hyperbolic manifolds satisfies NRQ and MMQ. We point out that
in a special case, geometry gives answers to the Nielsen Realization Question and
the Manifold Model Question. A hyperbolic manifold is a manifold with constant
sectional curvature equal to -1. The only complete simply connected hyperbolic
n-manifold is hyperbolic n-space Hn.

Theorem 10.2. Let X be a closed hyperbolic n-manifold with fundamental group π.
Any group monomorphism φ : G→ Out(π) can be realized by a map G→ Isom(X).

Proof. When n = 2, this is a consequence of Kerckhoff’s solution of the Nielsen
Realization Problem [35], so we assume n > 2.

Since π contains no rank 2 free abelian subgroup, the center of π is trivial. Thus,
as mentioned in the introduction, group cohomology shows that φ can be realized
by a group extension

1→ π → Γ→ G→ 1,

unique up to isomorphism.
We now need to use the Milnor-Schwarz Theorem, the work of Tukia, and the

Mostow Rigidity Theorem. We will follow the terminology of the book [30]. Recall
that there is an equivalence relation on metric spaces called quasi-isometry, see [30,
Definition 8.10]. A finite generating set S of a group G defines a metric on the
Cayley graph of (G,S), hence on G, its set of vertices. The isometric inclusion of
G into the Cayley graph is a quasi-isometry. Different finite generating sets for a
group G give quasi-isometric metrics on G (see [30, Exercise 7.82]).

An action of a groupG on a metric spaceX is geometric if it is properly discontin-
uous, isometric, and cobounded. The Milnor-Schwarz Theorem [30, Theorem 8.37]
states that if a group G acts geometrically on a proper geodesic metric space X ,
then G is finitely generated and for any x ∈ X , the orbit map G → X, g 7→ gx is
a quasi-isometry.

Let X be a closed hyperbolic manifold with fundamental group π. Applying the
Milnor-Schwarz Theorem to the inclusion of an orbit gives that π is quasi-isometric

to X̃ = Hn. Since π ⊂ Γ is finite index, Γ has a finite generating set S. An
application of the Milnor-Schwarz Theorem to the π-action on the Cayley graph of
(Γ, S) gives that π and Γ are quasi-isometric (see [30, Corollary 8.47 (1)]).

Thus Γ is quasi-isometric to Hn. A theorem of Tukia (see [30, Theorem 23.1])
asserts that Γ acts geometrically on Hn. We now have two embeddings of π as a
discrete cocompact subset of Isom(Hn), one as the restriction of the action of Γ to π

and the other as deck transformations associated to the cover X̃ → X . The Mostow
Rigidity Theorem (see [30, Theorem 24.15]) implies that these two embeddings
are conjugate by an element α of Isom(Hn) since n > 2. Thus conjugating the

geometric action of Γ by α gives an isometric extension of the π-action on X̃ by
deck transformations. Passing to the π-orbit space gives the isometric G-action on
X . �



NIELSEN REALIZATION AND MANIFOLD MODELS 39

Corollary 10.3. If X is a closed hyperbolic manifold with fundamental group π,
than the answers to both the Nielsen Realization Question for any group monomor-
phism φ : G→ Out(π) and the Manifold Model Question for a finite normal exten-
sion π ⊂ Γ are yes.

Proof. The Nielsen Realization Question is an immediate consequence of the previ-
ous theorem. So is the Manifold Model Question, since the fixed set of a subgroup of
Isom(Hn) is the intersection of hyperbolic subspaces, hence a hyperbolic subspace,
hence contractible. Hence Hn is a cocompact manifold model for EΓ. �
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Grothendieck-Witt groups. in preparation, 2024.

[11] S. E. Cappell. Unitary nilpotent groups and Hermitian K-theory. I. Bull. Amer. Math. Soc.,
80:1117–1122, 1974.

[12] G. Carlsson. On the algebraic K-theory of infinite product categories. K-theory, 9:305–322,
1995.

[13] G. Carlsson and E. K. Pedersen. Controlled algebra and the Novikov conjectures for K- and
L-theory. Topology, 34(3):731–758, 1995.

[14] H. Cartan and S. Eilenberg. Homological algebra. Princeton University Press, Princeton, N.
J., 1956.

[15] D. W. Carter. Lower K-theory of finite groups. Comm. Algebra, 8(20):1927–1937, 1980.
[16] T. A. Chapman. Compact Hilbert cube manifolds and the invariance of Whitehead torsion.

Bull. Amer. Math. Soc., 79:52–56, 1973.
[17] T. A. Chapman. Topological invariance of Whitehead torsion. Amer. J. Math., 96:488–497,

1974.
[18] F. Connolly, J. F. Davis, and Q. Khan. Topological rigidity and H1-negative involutions on

tori. Geom. Topol., 18(3):1719–1768, 2014.
[19] F. Connolly, J. F. Davis, and Q. Khan. Topological rigidity and actions on contractible

manifolds with discrete singular set. Trans. Amer. Math. Soc. Ser. B, 2:113–133, 2015.

[20] F. Connolly and A. Ranicki. On the calculation of UNil. Adv. Math., 195(1):205–258, 2005.
[21] F. X. Connolly and J. F. Davis. The surgery obstruction groups of the infinite dihedral group.

Geom. Topol., 8:1043–1078 (electronic), 2004.
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